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Accurate device motion tracking enables many applications like Virtual Reality (VR) and Augmented Reality (AR). To make
these applications available in people’s daily life, low-cost acoustic-based motion tracking methods are proposed. However,
existing acoustic-based methods are all based on distance estimation. These methods measure the distance between a
speaker and a microphone. With a speaker or microphone array, it can get multiple estimated distances and further achieve
multidimensional motion tracking. The weakness of distance-based motion tracking methods is that they need large array
size to get accurate results. Some systems even require an array larger than 1 m. This weakness limits the adoption of existing
solutions in a single device like a smart speaker. To solve this problem, we propose Acoustic Strength-based Angle Tracking
(ASAT) System and further implement a motion tracking system based on ASAT. ASAT achieves angle tracking by creating a
periodically changing sound field. A device with a microphone will sense the periodically changing sound strength in the
sound field. When the device moves, the period of received sound strength will change. Thus we can derive the angle change
and achieve angle tracking. The ASAT-based system can obtain the localization accuracy as 5 cm when the distance between
the speaker and the microphone is in the range of 3 m.
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1 INTRODUCTION

Device motion tracking plays an important role in VR (Virtual Reality) and AR (Augmented Reality) applications.
Commercial devices like the HTC Vive [1] use optical methods to localize VR headsets and its controllers. In
this optical system, a calibrated laser beacon periodically emits a calibration flash and then sweeps a beam of
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light across the room. The photosensors on headset will receive the flash and the laser beam. The time difference
between the flash and the laser beam will help to derive the relative angle of the photosensor and laser beacon.
Several laser beacons and photosensors work together to derive pose and location of the headset. These optical-
based tracking methods require expensive and dedicated laser beacons, as well as optical receivers to receive
laser. These tracking systems only work on specialized devices, and thus are hard to use in people’s daily life.

Acoustic-based tracking methods are recently becoming popular because of its good availability. Acoustic-based
systems use speakers and microphones as transmitters and receivers. Some acoustic-based systems use phase
information of the sound signal to detect distance variance. Compared with optical systems, acoustic-based
systems are cheap and available in people’s daily life. General computers and smartphones already have speakers
and microphones, therefore, it is easy to implement acoustic-based tracking systems on these devices.

State-of-the-art acoustic-based motion tracking systems [6, 10, 17] have several limitations. Above motion
tracking systems are all based on distance estimation. They can achieve multidimensional motion tracking like 2D
or 3D tracking by arrays, either it is a speaker array or a microphone array. Assume that there are several speakers
and one microphone. These systems derive distance between each speaker and microphone pair. Knowing the
locations of these speakers in the speaker array, they can enable multidimensional localization of the microphone.
Thus, actually, they are all distance-based systems. In order to achieve accurate localization result, the separations
between these speaker anchors need to be large. The array size in CAT [6] even reaches 1 m. Thus, it is hard to
implement these systems in a single device like a smart speaker. To better illustrate the limitation, we define
TA ratio as the ratio of speaker-target distance over the array size, as shown in Figure 1. These distance-based
motion tracking systems usually have a low TA Ratio. CAT [6] has a TA ratio less than 10, while MilliSonic [10]
has a TA ratio about 13. With a TA Ratio of 10, a speaker array of size 30 cm is required if we track an object at a
distance of 3 m. A normal smart speaker is much smaller than the required array size, so it is almost impossible
to implement distance-based motion tracking systems in a single smart speaker device.

Array Size
dys
—
T_arget . Target Distance  dyp
Distance TAratio= ——————— = ——
Array Size das
dTD

Fig. 1. Speaker array and definition of TA ratio

To address the limitation of low TA ratio, we propose our Acoustic Strength-based Angle Tracking (ASAT)
System, which directly tracks angle information and significantly improves TA Ratio. The core idea is based on
the strength information of a sound field. When two speakers emit continuous wave (CW) acoustic signals, the
superposition of two sound signals will generate a sound field which contains uneven strength distribution. If
two signals have different frequencies, the strength distribution will rotate, and the received sound strength will
change at a frequency of the two signals’ frequency difference. That is, at a certain location in the sound field,
the microphone will see a regularly changing sound strength. The frequency of the strength change is constant if
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the microphone keeps static. If the microphone moves, similar to Doppler Effect, the frequency of the strength
change will be different from the one when it remains static. The frequency difference is related with the angular
speed. Therefore, based on the frequency difference, we will get the angular speed and achieve angle tracking.
Besides, we can achieve distance tracking by phase-based methods. Combining the angle tracking and distance
tracking, we can further achieve motion tracking and reach an accuracy of 5 cm. Also, we can even reach a TA
ratio more than 100, which is much better than traditional distance-based motion tracking.

Distance-based motion tracking Angle-based motion tracking

d a4 d

Fig. 2. Comparison of distance-based and angle-based motion tracking.

Here we give the comparison of traditional distance-based motion tracking system and our angle-based motion
tracking system. As shown in Figure 2, there are two speakers and one microphone. Traditional distance-based
motion tracking system considers two speakers independently and calculates the distance between each speaker
and microphone, i.e., d; and ds separately. Given these two distances, it can achieve 2D localization. Obviously,
smaller speaker separation (array size) results in lower accuracy. Our angle-based motion tracking system uses
two speakers to generate a sound field and derives relative angle 8 from the sound field. Combined with the
distance d, we can achieve 2D localization. In theory, the accuracy is not affected by the speaker separation (array
size).

The key point of our angle tracking system is to derive angle from the period of the strength variance. We
observe that the period will change as the microphone moves. Thus we can calculate the angle from the difference
between the observed period and the standard period. To achieve accurate angle tracking, there are still several
challenges.

o Different devices have different clock, which causes frequency drift. The frequency drift will increase the
tracking error of the system.

e We track angle and distance respectively in our system. How to properly derive the initial location and
combine the angle and distance tracking results are important to achieve accurate motion tracking.

e Our system is based on sound field strength. However, the characteristic of the sound field strength is
easily affected by multipath and environmental echoes.

We design some mechanisms to solve above mentioned challenges, implement our system on smartphones and
achieve accurate angle tracking. We further implement a localization tracking system based on our ASAT System.
This work makes the following contributions.

e We model the sound field generated by two speakers. As far as we know, we are the first to consider two
speakers together and model the sound field to derive its strength information.
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e We propose a novel strength-based angle tracking method, which breaks the limit of low TA Ratio in
traditional distance-based solutions. This makes it possible to achieve high tracking accuracy in a small
device like a smart speaker. The angle tracking error is as low as 0.4 degrees.

e We design and implement a motion tracking system based on our proposed angle tracking methods on
smartphones. It is able to enhance VR and AR applications without extra cost. The tracking error is as low
as 5 cm.

2 SOUND FIELD BACKGROUND

In this section, we will give some basic background of sound and show how we generate a periodically changing
sound field.

Our system is composed of two speakers and one microphone. Two speakers generate the sound field and the
microphone senses the sound field. We know that if there is a speaker emitting sine wave, a microphone near
it will receive it as a sine wave with a certain strength. If we add another speaker and it also emits sine wave
with the same strength, there will be a superposition of the sound from these two speakers. Because of the phase
difference of the two sounds, the superposition result may have an uneven sound distribution. If their frequencies
are the same, only distance differences to the speakers will cause phase difference, and thus the sound field will
be static. Some areas have enhanced strength and some have reduced strength. If their frequencies are different,
time will also cause phase difference, and thus the sound field will be dynamic. Actually, the dynamic sound field
is rotating around the center of the two speakers. If there is one microphone in the rotating sound field, it will
sense a periodically changing strength.

We will give mathematic description below. First we introduce the expression of sine sound waves. Then we
analyze the sound field generated by two speakers. Finally we will give an intuitional example of the generated

sound field.

2.1 Expression of the Sound Wave

A sound wave is a kind of mechanical wave that propagates through a medium by particle-to-particle interaction.
Normally, we express a sound wave by,

p =posin(2nft+ @), (1)

where p is the acoustic pressure, pg is the amplitude or strength of the sound wave, f is the frequency and ¢ is
the initial phase of the sound wave.

Here, we express the sound wave as a sine wave. In fact, the sound in our daily life is made up by many sine
waves. However, in our system, each speaker only plays a single frequency sine wave. The played sine wave can
be easily expressed by Equation 1.

2.2  Generation of the Sound Field

Here we use two speakers to generate a sound field. Consider that there are two speakers, each of these speakers
plays a sine wave of the same strength. A microphone records the sound in the sound field. The received signals
at the microphone’s position can be described respectively as follows,

p1 = posin(2rfit + 1), (2)

p2 = posin(2zfot + ¢2). (3)
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The microphone records the superposition of these two speakers. The sound wave is a kind of mechanical
wave, therefore, we can directly add them together. The summation is,

Psum = P1 + P2
= posin(2zfit + §1) + po sin(2x fot + ¢P2) (4)
+ + - -
= 2po sin(27rf1 f2 t+ f1 ¢2) COS(27Tf1 f2 t+ f1 ¢2)
2 2 2 2
In Equation 4, there is a sine wave with frequency 4 f2 multiplied by a cosine wave with frequency @

The result is a product of a high-frequency sine signal and a low-frequency cosine signal.

2.3 An Example of the Generated Sound Field

To better illustrate the generated sound field, we give a simulation example in this section.

Figure 3 shows an example of sound wave pg,,, which is recorded by the simulated microphone. In this
example, we use fi = 20 Hz and f> = 22 Hz. These frequencies are low enough to make the result clear in these
figures. In Figure 3(a) we can clearly see high-frequency sine wave and low-frequency cosine wave. Figure 3(b)
shows its envelope. For sound wave, the envelope represents the sound strength. The envelope, also the sound
strength, changes periodically at a frequency of fy = |fi — f2|. In our system, we set f; and f; to be inaudible
band frequency near 20 kHz, so people will not hear the transmitted signal. The difference between f; and f5 is
small, so it is relatively easy to calculate f.

In this background section, we present that if we have two speakers playing sine wave at frequency f; and
f2, there will be a periodically changing sound field. A static microphone in this field will sense that the sound
strength is changing at frequency fy = |fi — f2|. Our Strength-based Angle Tracking System is based on the
periodically changing sound field.
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(a) An example of sound pressure. (b) An example of sound pressure envelope.

Fig. 3. An example of sound pressure and its envelope in equation 4

3 STRENGTH-BASED ANGLE TRACKING

The above section gives the background of sound field and analyzes the strength characteristic when there are
two speakers and one static microphone. In this section, we will give the detailed description of strength-based
angle tracking method.
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Intuitively, we leverage Doppler Effect to achieve angle tracking. Considering the sound field at a certain
moment, as shown in Figure 4, we will see that there are some areas with high strength and some with low
strength. The microphone will sense high sound strength at the bright areas. We use two speakers with different
frequencies, so the sound field rotates around the center of the two speakers. In Figure 4, the center of the
figure is the center of the two speakers. Considering Figure 3(b) and Figure 4, the bright areas in Figure 4 are
corresponding to the peak in Figure 3(b). Dark areas in Figure 4 are corresponding to the valley in Figure 3(b).

A static microphone will sense the strength change just as shown in Figure 3(b). The frequency of the sensed
strength change is the frequency difference f;. If a microphone is moving in this sound field, because of the
Doppler Effect, the frequency of strength change that we observe will be different from fy. The period Typs will
also be different. Thus, by calculating the period difference AT, we can get angular speed and achieve angle
tracking. We give the detailed mathematical analysis below.
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Fig. 4. An example of sound field
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Consider the movement from point P; (61, r1) to point Py (62, 13).
At point Py (61, r1), the received signal from two speakers are as follows,

P11 = posin(2xfit + $11), ©)
P12 = po sin(27rf2t + ¢12). (6)

The microphone will hear the superposition of these two signals. It can be expressed as,

Pisum = P11 + P12

= po sin(27rf1t + ¢11) + po Sin(Qﬂ'th + ¢12) (7)
+ + - -
= 2po sin(27rf1 5 f2 t+ fu 3 f12 ) cos(27rf1 3 f2 t+ fu 5 f12 ).
Based on this signal, we calculate the envelope of it to get the strength change. The envelope of the superimposed
signal is |cos(2ﬂj%t + @N Its frequency is |fi — f2| and its phase is % The period Ty = m

Similarly, at point Pa, the received signal is,
P2sum = P21 + P22
= po sin(2zfit + pa1) + po sin(2xzfot + Pa2) ®)

fl;-th+ ¢21;¢22)C0S(2ﬁf1 ;fzt+ ¢21 ;¢22).

= 2po sin(27
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The phase change of the envelope from point P; to point Ps is,

_ 21— g2 _ P11 — 12
B 2 2

A )

Because of the phase change, the period that we observed T, will be different from Ty = m The difference
is,

A
ATZTObS—TOZTo* 5
s
-, (10)
= 2T —.
Ty

From Equation 10, we can get phase change from period difference.
For point Py, if we know its location, it is easy to get its phase ¢;. From above calculation, we get A¢. Also, we
know that A¢ = ¢2 — ¢, then we have,

AT

o =1+ AP =1 +27TT— (11)
0

The possible location of point Py (62, r2) is actually a hyperbola. Assume that the hyperbola is,

X2y
a—2 - ﬁ =1 (12)
According to the definition of a hyperbola, we have
2 =a®+b% @A =2a (13)
2r

Here, c is defined as the location of the speakers (c,0) and (-c,0). Because c is very small compared to r2, we think
that point Ps is at the asymptote of the hyperbola. The slope of the asymptote can be expressed as,

b e - ()

a= T (149
4
Then we can derive 05, the angle of point Ps,
P24
05 = arctan(——Z_—)
PaA
- (3
(¢1+2750)2 (15)
= arctan( ax ).
(pr+2740)2

2~ (IR
Finally we get the angle 6, of point Py and achieve angle tracking.

4 SYSTEM DESIGN

In this section, we present how we achieve angle tracking. Then we introduce distance tracking and localization.
Also, we discuss about several challenges and their solutions.
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Fig. 5. System overview.

4.1 Overview

The overview of our system is shown in Figure 5. There are two parts in our system, the transmitter end and the
receiver end.

At the transmitter end, we need to implement a system that controls two speakers playing different content at
the same time. We use stereo mode to control two speakers and make them play sine wave at different frequencies.
Most audio systems support playing music at stereo mode. Stereo mode output includes a left channel and a right
channel. Each channel controls one speaker. Thus, by using stereo mode output, we can control two speakers on
one device, whether it is a smartphone or a computer. The played signals are simple sine waves at frequency f
and fa, so they are sin(27fit + ¢1) and sin(2x fot + ¢2). In our system, f; and f> do not change once the system
is setup, so these signals can be either pre-generated or real-time generated. Most devices are compatible with
our system.

At the receiver end, the received signal is recorded and processed. The recorded signal is first filtered by a
high-pass filter to remove noise. In our daily life, the frequency of most voice is under 10 kHz, including noise. In
our system, the transmitter sends detection signals near 20kHz. Thus, we can use a high-pass filter to remove
noise in the received signal. Once receiving the sound signal, we apply a high-pass filter with cut-off frequency
18 kHz. The noise filtering removes noise without affecting our detection signal.

One challenge is the frequency drift on different devices. The transmitter end and the receiver end are at
different devices, so we need to consider the clock synchronization problem. To solve this problem, the system is
required to have a clock calibration. At the beginning, the smartphone is required to keep static near the speaker.
The speaker will emit some sine waves at different frequencies, e.g. 5, 10, 15, 20 kHz. The smartphone will record
these signals and find the frequency difference between the smartphone and the speaker. The frequency difference
will be further used in angle and distance estimation to make the result more accurate.

For data processing, there are mainly two parts, angle estimation and distance estimation. For angle estimation,
we first derive strength from the received signal. Then, we calculate period of the strength to get period difference.
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Finally we estimate angle from the period difference. For distance estimation, we first derive the phase of the
received signal. Then, from phase change we will calculate distance change and achieve distance tracking. We
further combine angle and distance results as well as the initial location to achieve localization. We will give
detailed description below.

4.2 Strength-based Angel Tracking

From Section 3 we know that angle information can be extracted from the observed sound field change period.
To achieve angle tracking, the key point is to find the observed period T,ps.

From Equation 15, we know that the key point of angle tracking is to find the AT = T,;s — Ty of the envelope
of received signal. Here Ty = ﬁ is the standard period, and T, is the period that we observed. To achieve
angle tracking, we need to get an accurate period T,ps. There are several steps that can ensure an accurate period
Tops- We first derive the strength to observe the sound field change. Then we calculate the period T,ps. Finally we
get angle tracking result from period Typs.

Strength Derivation. To get the strength of the received signal, it is important to derive the envelope. The
process of strength derivation is actually finding the envelope of the received signal.

The received signal is still a sine wave near 20 kHz. In our system, the sample frequency is 48 kHz. Thus, for
the sine wave, each period has 48/20 = 2.4 sample points. In theory, we can calculate the strength of each period.
However, it is not accurate enough, because each period contains less than 3 points and it is not able to indicate
the strength accurately. Thus, we choose to calculate the strength for each group of 6 sample points. A group of 6
sample points ensures that there are at least 2 periods and 2 periods are enough to indicate the strength.

In our system, we only care about the strength change instead of the strength value. So for strength calculation,
we choose square sum as the indicator. Strength is indicated by peak values of original sound signal. Square sum
calculation properly describes the peak values’ change, also the strength. Thus, we choose to use the square sum
and it is accurate enough to show the strength change.

Period Calculation. The key step of angle estimation is to find the observed period Typs.

From Equation 4, we know that the envelope is the absolute value of a cosine wave. Thus, valleys are easier to
find than peaks. In Figure 3(b), we can observe that the valley of the curve is much easier to find. By these valleys
we get the interval of each period T, ;.

Angle Estimation. In Equation 15, we give the relation of the angle 65 and AT. With observed period T,
and standard period Ty, we have AT and further derive the angle 05.

4.3 Distance Estimation and Localization

To achieve 2D tracking, we need not only the angle tracking but also the distance tracking. In our system, we
choose phase-based distance tracking, which is efficient and accurate.

Phase-based distance tracking use the phase information to derive distance change. PAMT [5] already achieves
mm-level motion tracking using phase-based method. In our system, we use simple sine wave as the sensing
signal. Consider a speaker emits the wave and a microphone receives it. The distance between the speaker and
the microphone can be expressed asd = A * (N + %), A is the wave length, N is an integer and ¢ is the phase
which is between 0 and 2. If the distance d changes, the phase ¢ will also change. Knowing the phase change,
we can achieve distance tracking. The detailed phase-based distance estimation is given below.

Phase Derivation. First, we need to derive phase from received signal. Assume that the received signal is S,.
It contains two sine waves at frequency fi and fo. We multiply S, by sin and cos. The frequency could be either
fi or fo. Without loss of generality, here we choose f

Sy.sin = Sr x sin(2xfit) (16)
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Srcos = Sy * cos(2mfit) (17)
Then a low-pass filter is applied to S, i and Sy cos. Phase ¢ is derived by
S
$a = arctan(==2). (18)

Then an "unwarp" operation is applied to solve the phase ambiguity problem. A 27N will be added to it.
Distance Estimation. With frequency fi, the wave length of the sound signal is

A=o/fi, (19)
where v; is the sound speed in air. The distance change Ad is
nd= P9 g
27

Localization. With angle change Af and distance change Ad, we can easily find the location if we know the
initial location. In the next section, we will introduce how we get the initial location.

(20)

4.4 Initial Location Estimation

To achieve motion tracking, besides angle and distance tracking results, we also need the initial location. In our
system, the microphone is required to move along a predefined path at the beginning to get the initial position.

As Figure 6 shows, the microphone is required to go along a calibration path which is perpendicular to y axis.
Generally, we define the direction of speakers as the direction of y axis. Assume that it moves from location A to
location B. The cross point of calibration path and y axis is the point C. While moving, we continuously track the
angle and distance change. If the microphone moves from A to B, we can observe that the distance first decrease
then increase. By finding the minimum point of distance, we know when it is at point C. Knowing the start point
A, we get the angle change Af4¢ and distance change Adac when moving from A to C. Also, we define dap and
dco as the distance between AO and CO.

dao —dco = Adac (21)
daocos(Abac) = dco (22)

By solving these two equations, we get dao. Also, we know Afac. The initial location of point A is (ABac, dao)
in polar coordinates.

Y
B ¢ A
e B i #--- Calibration Path
-

Fig. 6. Calibration.
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4.5 Multipath and Diversity

An important challenge is the influence of multipath and environmental echoes. At relatively far locations,
multipath effect is a problem for our strength-based motion tracking. Our system is based on signal strength,
which is easily affected by multipath effect. Sometimes, in "Period Calculation", it is hard to find an available
period from the affected signal. Thus, we use Time-Division Multiplexing to improve the availability of period at
far locations.

We observed that if we only use one group of frequency, for example 20000/20100 Hz, the sound field strength
change is very small sometimes. To solve this, we use two group of frequencies to provide diversity and higher
reliability. We use Time-Division Multiplexing, so they will not interfere each other. We get two groups of data
and it provides redundancy and increase the reliability.

Figure 7 shows the comparison of period result without/with TDM. In Figure 7(a), some points are very small
because the corresponding periods are not available. After using TDM, in Figure 7(b), unavailable points are
much less. Thus, the tracking result is more accurate. Figure 8 shows angle tracking result at 3 m distance and it
shows that multiple groups of frequencies do reduce the angle tracking error at far locations.
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(a) Period calculation result without TDM. (b) Period calculation result with TDM.

Fig. 7. Period calculation result without/with TDM
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Fig. 8. Comparison of w/o TDM and with TDM.
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5 EVALUATION
5.1 System Implementation

We implement our system on Android smartphones and laptops. At the transmitter end, we use a laptop to
control speakers to emit signals at different frequencies. As we mentioned above, we use a stereo output mode to
control these two speakers and make them to play sine waves of different frequencies. Two speakers are placed
together with a distance of 8 cm. Actually the separation distance does not influence the performance. We choose
to use the separation of 8 cm because it is the minimum separation due to the shell of the speaker.

At the receiver end, we use a smartphone to record the acoustic signal. The recording sampling rate is 48 kHz,
which is supported by almost all smartphones. We use 16-bit quantification to make the voice accurate enough to
identify the acoustic strength. 16-bit quantification means that there are 2! different strength levels. Pulse-code
modulation (PCM) encoding is used to record the sound. PCM encoding does not change the waveform, so we
can directly analyze it. The received signal is then passed to a laptop. We use MATLAB to process the signal and
analyze the tracking result.

To make our evaluation as accurate as possible, we use a linear actuator with stepper motor to accurately
control the movement. The movement resolution is up to 0.03 mm. As Figure 9 shows, we use a laptop as the
signal generator and power supply for the speakers. A smartphone moves around and record the signal.

movement route
example

Fig. 9. Evaluation scenario.

We first evaluate angle tracking accuracy. Then we test the distance tracking accuracy. After that, we evaluate
the overall motion tracking accuracy. Finally, we evaluate the possible influence of several factors.

5.2 Angle Evaluation

We evaluate the angle tracking performance by making the smartphone move around the speakers by a certain
angle. The error is defined as the difference between estimated angle and ground truth. We first mark some points
on the ground as the reference points. The smartphone moves from one point to another. Also, we measure the
angle change among these points as ground truth. We measure and evaluate multiple times to reduce measurement
error.

Figure 10 shows the angle estimation error vs. distance. We find that in a certain range, our system can achieve
an estimation error about 0.4 degree. However, as the distances become larger, affected by multipath effect, the
angle estimation error becomes larger, even larger than 2 degrees.
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Fig. 10. Angle estimation error.

5.3 Distance Evaluation

We use linear actuator with stepper motor to control the movement of the smartphone. While the smartphone is
moving, it also keeps recording, so we can get the phase change from the received signal. Thus we can derive
the distance change from it. The stepper motor controller is programmable, so we can predefine the movement
and use it as the ground truth. The accuracy of the device is up to 0.03 mm, which is accurate enough for the
evaluation.

~
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»

i

100 150 200 250 300 350 400
Speaker-smartphone distance (cm)

Distance estimation error (mm)
=

Fig. 11. Distance estimation error.

Figure 11 shows the distance estimation error vs. distance. We use the phase-based method to derive the
distance information. This kind of method has been well investigated. We find that it performs well at all distances.
Most of the distance estimation errors are less than 5 mm. It is accurate enough for our motion tracking.

5.4 Motion Tracking Evaluation

We combine angle tracking and distance tracking results together to evaluate the motion tracking. The motion
tracking results could be used in human tracking or gesture recognition. Thus, we test the system’s motion
tracking ability by making the smartphone to go through a route, and then compare the estimation result and the
ground truth route. The average difference between the estimation result and the ground truth route is the motion
tracking error. We test several different routes. Circle routes are classical because it has both distance change and
angle change. Figure 12 shows the comparison of estimated route (blue line) and ground truth (orange line).
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We evaluate the tracking method in two ways. One is to predefine a route and make the smartphone go through
the route. The other is to make the smartphone draw some figures and record the route. The results of these
evaluations are shown in Figure 13 and Figure 14.
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Fig. 12. Motion Tracking Example.
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Fig. 13. Motion Tracking error of predefined route.
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Fig. 14. Motion Tracking error of random drawing.

Figure 15 gives the CDF curve of overall motion tracking result within the range of 3 m.
The tracking estimation results shows that our system can achieve a localization error about 5 cm.
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Fig. 15. Tracking error CDF.

5.5 Influence of Other Factors

In this section, we give some evaluations of other influences.

Separation Distance.We evaluate the influence of the separation of two speakers. To reach a separation of 1
cm, we use two identical smartphone speakers as the transmitter. However, the strength of smartphone speaker is
much smaller than normal speakers at 20 kHz, so we use signals near 10 kHz to make the sound strength become
comparable with normal speakers. This will not change the results about the influence of separation distance.

From Figure 16, we find that tracking accuracy is not affected by different separation distance. Thus, we can
implement our system in the case with a small speaker separation distance, even a separation distance of 1 cm.
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Fig. 16. Motion tracking error vs. different separation distance.

Noise Influence.We also evaluate the influence of the noise. Our system is based on sound field strength.
Thus general voice like talking and music playing in daily life may influence our system. We test several scenarios
in different noise level. The results are in Figure 17. The results show that background noise significantly affects
the system performance because our system is based on acoustic strength. Once the noise strength is relatively
high, the sound field will be affected, and it will be hard to detect the sound field information.

Different Environment. We evaluate our system in several different environments to find whether the
environment will influence the tracking performance. We choose some places: 1. A meeting room. 2. A living room.
3. A classroom 4. A corridor. 5. Outdoors. The evaluation results in Figure 18 show that different environments
have similar motion tracking error. Different environments do not influence the tracking performance.
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Fig. 18. Motion tracking error vs. different environment.

Different Phones. We use several different devices to record the signal to find whether different devices
will influence the tracking performance. We use three devices: 1. Xiaomi MI5 2. SAMSUNG S6 3. A laptop. The
evaluation results show that the errors are similar. Different devices will have similar performance in our system.

w o
@ o

«
o

»
o

I "N

&
o

Motion tracking error (°)

w
@

1 3

2
Different smartphone
Fig. 19. Motion tracking error vs. different phone.
Multiple Users. We use several smartphones to record the signal at the same time to see the influence of
multiuser. The result shows that there is not much influence whether there are 1, 2 or 3 users. The reason is that
the smartphone need only to record the sound without interaction with speakers, so multiple smartphones will

not influence the motion tracking accuracy.
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Fig. 20. Motion tracking error vs. multiple users.

6 RELATED WORK

Here, we review existing works on motion tracking and classify them based on the employed sensors/signals.

6.1 IMU-based Motion Tracking

IMU (Inertial Measurement Unit) sensors are widely assembled in smartphones, and thus they are commonly used
for motion tracking. [2] and [3] show that we can fuse multiple IMU information including linear acceleration
and rotational rate to achieve motion tracking. However, the tracking error will increase as time goes by, because
we need double integration of acceleration to get displacement and the error accumulates during integration.

6.2 RF-based Motion Tracking

Radio Frequency (RF) is used on tracking and localization for many years. RF signals propagate at light speed.
It can sense objects far away from the sensor in a short time. Thus, radars are widely used to detect moving
objects in outdoor systems. For indoor systems, WiFi signal is widely used in RF sensing, because WiFi devices
are ubiquitous in people’s daily life.

ArrayTrack [13] achieves indoor localization using multiple-input multiple-output (MIMO) techniques. By
several MIMO WiFi devices, ArrayTrack has a median localization error of 23 cm. WiDraw [9] enables hands-free
drawing in the air with commodity WiFi cards. It achieves hands-free motion tracking by analyzing Angle-of-
Arrival values based on WiFi CSI. WiDraw uses 25 antennas and achieves a tracking median error less than 5 cm.
The implemented word recognition system can reach an accuracy of 91%. Tagoram [14] uses commercial RFID to
achieve tracking. The median error is 12 cm for unknow path. RF-IDraw [11] uses 8 RFID antennas with different
spacing to track the tag with high resolution and low ambiguity. The median error is 3.7 cm.

6.3 Acoustic-based Motion Tracking

In recent years, acoustic-based sensing is more and more popular. Compared with RF signals, acoustic signals
propagate much slower, and thus is easier to handle. Also, acoustic devices like speakers and microphones are
very cheap and they are widely assembled in devices like smartphones and laptops.

Cricket [8] uses both ultrasound and RF signal and estimates the delay of two signals to derive distance. It
achieves 12 cm error with 6 beacon nodes. Swadloon [4] achieves meter-level indoor localization using the
phase of acoustic signals. However, meter-lever accuracy is not sufficient for VR or AR applications. Strata [16]
achieves device-free tracking using acoustic signals. However, its detection range is less than 1 m. LLAP [12] also
implements phase-based tracking and the 1D error is less than 1 cm. FingerIO [7] is a finger tracking solution to
achieve interaction with devices. It uses a special designed Orthogonal Frequency Division Multiplexing (OFDM)
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signal because of its good autocorrelation property. By analyze the echo of the OFDM signal, it derives the motion
of a moving finger. The 2-D finger tracking of FingerIO can achieve an average accuracy of 8 mm. AAMouse [15]
tracks people’s hands to imitate a mouse. It uses the existing speaker and microphone on a smartphone. The
speaker emits inaudible sound pulses and uses the frequency shift to estimate the speed and displacement. With
a quick calibration and its initial location, AAMouse achieves real-time localization. SoundTrak [17] achieves
tracking with a speaker ring and several microphones. The user wears a ring with a speaker. The speaker sends
an acoustic signal at a specific frequency. Some microphone nodes at different locations receive the signal. By
analyzing the phase information of each microphone, it will be able to localize the finger’s position. CAT [6]
achieves device tracking by multiple speakers and a single microphone. It uses multiple speakers to transmit
inaudible sound at different frequencies. A smartphone with microphone receives these signals and continuously
estimates the speed and distance. It uses a distributed Frequency Modulated Continuous Waveform (FMCW)
system to accurately estimate the distance and achieve localization. With the help of IMU, CAT can reach a
median error less than 8 mm.

CAT and SoundTrak are similar to our system, while we have a better TA ratio than them. CAT has a TA ratio
about 10 and SoundTrak’s TA ratio is less than 5. Our system can achieve a TA ratio over 100.

7 DISCUSSION

We present a novel motion tracking system leveraging strength-based angle tracking. Traditional distance-based
motion tracking systems have low TA Ratio and it limits the application scenario. Our strength-based angle
tracking solves this problem by using the sound field characteristics. We use two speakers to play sine waves at
different frequencies. These two speakers will generate a sound field whose strength is periodically changing.
By analyzing the strength of the received signal, we know the sound field strength change and derive the angle
change from it. Based on the angle tracking result, we further design a tracking system and achieve localization.
The evaluation results show that our system can achieve motion tracking accuracy about 5 cm.

In our strength-based system, we consider two speakers together, while distance-based systems usually consider
each speaker individually. Two speakers generate a sound field and help to derive the motion of the microphone.
The idea of considering two speakers together may inspire more applications in motion sensing.

However, there are still some limitations.

e Our system is based on strength, whereas strength may be affected by noise in the background. Although
we try to remove these noises, it is hard to completely remove them. The strength of the detection signal in
our system is about 75 dB. Once the noise strength is near or higher than the detection signal, the motion
tracking performance will be much lower.

o So far, we can only achieve 2D motion tracking, because we only use two speakers. In theory, we can apply
more speakers to achieve 3D motion tracking. However, it is hard to model the sound field generated by
three speakers. Analyzing the sound field generated by three or more speaker is also one of our future
directions.

o Like many tracking-based systems, we suffer from interruption problem and accumulated error. In this kind
of system, we have to run the system uninterruptedly. Once we stop and restart, we have to do calibration
again to calculate the initial location.

8 CONCLUSION

We introduce a novel motion tracking system which achieves strength-based motion tracking. We consider two
speakers together and make them generate a periodically changing sound field. By using the sensed strength
of the sound field, we derive angle information and achieve angle tracking. We further implement a motion
tracking system leveraging the strength-based angle tracking system. The strength-based motion tracking system
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breaks the limitation of low TA Ratio of traditional distance-based systems. We evaluate our system on multiple
smartphones and scenarios. The evaluation results show that our system can achieve motion tracking accuracy
about 5 cm in a range of 3 m.
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