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The smart glasses market has witnessed significant growth in recent years. The interaction of commercial smart glasses mostly
relies on the hand, which is unsuitable for scenarios where both hands are occupied. In this paper, we propose EyeGesener, an
eye gesture listener for smart glasses interaction using acoustic sensing. To mitigate the Midas touch problem, we meticulously
design eye gestures for interaction as two intentional consecutive saccades in a specific direction without visual dwell. The
proposed system is a glass-mounted acoustic sensing system with two pairs of commercial speakers and microphones to
sense eye gestures. To capture the subtle movements of the eyelid and surrounding skin induced by eye gestures, we design
an Orthogonal Frequency Division Multiplexing (OFDM)-based channel impulse response (CIR) estimation schema that
allows two speakers to transmit at the same time and in the same frequency band without collision. We implement eye
gesture filtering and adversarial-based eye gesture recognition to identify eye gestures for interaction, filtering out daily eye
movements. To address the differences in eye size and facial structure among different users, we employ adversarial training
to achieve user-independent eye gesture recognition. We evaluate the performance of our system through experiments on
data collected from 16 subjects. The experimental result shows that our system can recognize eight eye gestures with an
average F1-score of 0.93, and the false alarm rate of our system is 0.03. We develop an interactive real-time audio-video player
based on EyeGesener and then conduct a user study. The result demonstrates the high usability of the proposed system.
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1 INTRODUCTION

In recent years, there has been a burgeoning popularity of smart glasses. There are optical see-through head-
mounted displays (e.g., Google Glass, Epson MOVERIO), AR/XR glasses (e.g., Nreal Air, HoloLens), VR glasses
(e.g., Meta Quest 3, Apple Vision Pro), and smart audio glasses (e.g., Ray-Ban Smart Glasses, Bose Frames). The
interaction requirements for smart glasses cannot be well met. The interaction with smart glasses is mainly
divided into hand-based interaction and hands-free interaction. Hand-based interaction relies on touchpad
technologies [23, 24, 89], additional control devices [42, 70] or mid-air gestures [59, 93]. However, frequently
raising one’s arm for interaction may cause fatigue and is not friendly to elderly and disabled users. Moreover, this
is unsuitable for scenarios where both hands are occupied. Hands-free interaction has been proposed to address
the aforementioned issues, but there are still some concerns that need to be addressed. Voice input [47] faces
constraints in situations like meetings or libraries and may result in privacy issues. Facial expressions [27, 90] and
silent speech interfaces [51, 96] may cause physical fatigue and embarrassment when inputting. Consequently,
the development of a new interaction system for smart glasses is desirable.

Recent studies have proposed the utilization of eye movement as an input modality [38] due to several benefits:
(i) Eye movements are easily captured by the sensors mounted on glasses. (ii) Eye movement directly reflects the
user’s intention, making it an intriguing input modality for attentive user interfaces [79]. (iii) Performing eye
movements is effortless for most individuals.

Active research efforts have been undertaken to recognize eye movements in smart glasses. Camera-based
methods [16, 66, 67, 74], involving the mounting of a small camera on eyeglasses, can recognize eye movements
with high accuracy. However, these methods are costly, suffer from poor ambient light conditions, and raise
concerns about potential privacy issues. Multichannel electrooculography (EOG) electrodes serve as an intrusive
method for eye tracking. Prior studies have proposed integrating the EOG sensor into glasses [32, 33], but these
approaches are vulnerable to sweat artifacts [39] due to the requirement for physical contact with the skin. Some
researchers employ an infrared distance sensor array on eyewear to recognize gaze movement gestures [43], but
these works are sensitive to environmental conditions such as sunlight, smoke, etc [19, 77].

Acoustic sensing is more suitable for detecting eye movements on smart glasses for several reasons. Firstly, it
is a contact-free method as the sensors do not need to contact with the skin. Secondly, the cost of commercial
speakers and microphones is low [82]. Thirdly, acoustic sensing is resilient to varying light conditions. There
are some acoustic-based methods to sense eye activities, but they cannot meet the interaction requirements of
smart glasses well. Some researchers [36, 60] utilize a pair of speakers and a microphone to accurately detect
blink, but these methods cannot distinguish finer-grained eye movements beyond blink. A study [81] enables
eye-tracking on glasses based on piezoelectric micromachined ultrasonic transducers. However, this method
requires ultrasound in the MHz band, but commercial speakers and microphones only support frequencies
up to 24 kHz. Golard et al. [46] conduct a modeling and empirical study to prove that ultrasound can achieve
low-power, fast, and light-insensitive eye tracking results, but this method is evaluated on a physical 3D model
of a human eye and its performance on a real user is unknown. Li et al. [55] propose an acoustic-based eye
tracking system on glasses. It achieves accurate eye tracking results with low power consumption. However,
it cannot distinguish between eye movements for interaction and daily eye movements and cannot achieve
user-independent results. Currently, there is no existing eye movement-based interaction system for smart glasses
that is low-cost, user-independent, and suitable for long-term interaction in everyday environments.

To overcome the limitations of prior works, we propose EyeGesener, an Eye Gesture Listener for Smart
Glasses Interaction using Acoustic Sensing with minimally obtrusive modifications to a glass frame. Based on
the observation that eye movements can be apparent through the skin of the eyelids [43] and are accompanied
by skin movements around the eyes [90], we can recognize eye movements by sensing the movements of the
eyelids and surrounding skin. We utilize speakers to emit near-ultrasound signals towards the user’s eyes, and
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Fig. 2. EyeGesener prototype.

Fig. 1. Eye gestures design.

the microphone will receive the reflected echoes carrying the eye movement-related information. To enable the
sensing ability on the glass frame with minimally obtrusive modification, we add two microphones and speakers
at the four corners of the glass frame. We position two microphones on the lower side of the glass frame with the
consideration that, when integrated into smart glasses, these microphones are closer to the mouth, enhancing
the reception of voice input. The microphone and speakers are positioned towards the eyes to better capture eye
movement information. Our design ensures comfort and minimal obtrusiveness, ensuring it does not interfere
with the user’s daily use of the glasses. It can be further deployed on commercial smart glasses.

Implementing EyeGesener in real-life environments presents the following challenges. First, eyelids and
surrounding skin movements induced by eye gestures are tiny and non-periodic. Moreover, individuals exhibit
variations in eye sizes and facial structures, making it challenging to achieve accurate user-independent eye
movement recognition. We overcome the above challenge with the following designs. The position of two
microphones and speakers is designed at the four corners of the glass frame to enhance spatial diversity. This
setup allows for the sensing of eye movements from various observation angles through multiple paths. To improve
time and frequency utilization, we employ Orthogonal Frequency Division Multiplexing (OFDM) de/modulation
schemes for Channel Impulse Response (CIR) estimation. This approach enables simultaneous transmission by
both speakers in the same frequency band. The CIR measurements have sub-sample resolution, making them
suitable for measuring the movements of eyelids and the surrounding skin induced by eye movements. The
CIR sequence encompasses user-independent features associated with eye movements, as well as user-specific
features related to the individual’s eye size and facial structures. We employ an adversarial training strategy,
incorporating gradient reversal (GR) layers, to extract user-independent features related to eye movements.

Second, eye movements are frequent and common in daily life. The system must be capable of distinguish-
ing between daily eye movements and those intended for interaction. This challenge is known as the Midas
Touch problem [50]. To address this, we meticulously design eye gestures for interaction. Eye gestures are
several predefined consecutive movements with specific patterns [33] and these patterns can be designed to be
infrequently used in daily life. We have the observation that eye movements in daily life serve the purpose of
obtaining information, resulting in visual dwell time. Interaction eye gestures can be designed as two intentional
consecutive saccades in a specific direction without visual dwell. Depending on various saccade directions, eight
distinct input options exist for interaction: up, down, left, right, up-left, up-right, down-left, and down-right as
shown in Fig. 1. The amplitude, time interval, and pattern of eye gestures significantly differ from those of daily
eye movements. Consequently, we design eye gesture filtering and adversarial-based eye gesture recognition to
identify eye gestures and filter out daily eye movements.

In summary, the main contributions of this work are highlighted as follows:
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o To the best of our knowledge, we propose the first acoustic-based, user-independent eye gesture recognition
system for hands-free interaction on smart glasses.

e We meticulously design intentional eye gestures for interaction to mitigate the Midas touch problem.
We design eye gesture filtering and adversarial-based eye gesture recognition to identify intentional eye
gestures, filtering out daily eye movements. We employ adversarial training to achieve user-independent
eye gesture recognition.

e We conduct extensive experiments to evaluate the system’s robustness. We evaluated the EyeGesener with
16 subjects to assess the performance of eye gesture recognition. The results indicate that our system attains
high accuracy and robustness with an average F1-score of 0.93 and the false alarm rate of our system is 0.03.
We develop an interactive real-time audio-video player and a user study with 8 participants demonstrates
the high usability of EyeGesener.

The paper is organized as follows: Section 2 gives an overview of our design. Section 3 elaborates on the
detailed design of the system. Section 4 introduces the implementation. Section 5 covers the evaluation of the
system, followed by a user study in Section 6. Section 7 discusses the limitations and future directions of the
system. Section 8 summarizes the related work in this paper, and Section 9 concludes the paper.

2 DESIGN OVERVIEW

In this section, we first elaborate on the rationale behind our design of the 8 eye gestures for interaction. Then
we provide an overview of the system to accurately recognize interaction eye gestures and distinguish daily eye
movements with low computation cost and generalization ability for new users.

The design of eye gestures for interaction should meet the following requirements: the designed eye gestures
need to be easy to perform, can be detected through acoustic sensing and can be distinguished from daily eye
movements. We meticulously design intentional eye gestures for interaction to mitigate the Midas touch problem.
Eye movements in daily life are frequent and common, and there is currently no perfect solution for the Midas
Touch problem. Eye gestures that consist of several consecutive movements were proposed to address this
problem. To design interaction eye gestures that can be differentiated from daily eye movements, we conducted a
week-long intermittent study with three individuals to record their eye movements with a camera in their daily
lives under different scenarios. Blink is not suitable as an interaction input because it is frequently used in our
daily lives. Solely using a saccade is not suitable for interaction as it is difficult to distinguish from everyday
eye movements. We found that eye movements in daily life serve the purpose of acquiring information, and
people often have visual dwell time to obtain information, resulting in an interval between two consecutive
eye movements. Additionally, people typically use a combination of head turning and eye movements to gather
the desired information, resulting in relatively small amplitudes of eye movements. Therefore, we design two
intentional consecutive saccades (quickly looking in a specific direction and quickly looking back without visual
dwell) as an interaction eye gesture. Depending on various saccade directions, there are naturally eight distinct
input options for interaction: up, down, left, right, up-left, up-right, down-left, and down-right, as shown in
Fig. 1(b).

The EyeGesener’s system overview is shown in Fig. 3. EyeGesener comprises three modules. The initial module
is acoustic signal preprocessing, utilizing ZC-based signal design for CIR estimation with low computational
complexity and high resolution. The second module eye gesture filtering provides preliminary differentiation
of interaction eye gestures and daily eye movements. The third module adversarial-based eye gesture recogni-
tion performs fine-grained classification to further distinguish between interaction eye gestures and daily eye
movements.
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Fig. 3. EyeGesener’s system overview.

3 SYSTEM DESIGN

In this section, we elaborate on the design of the three modules of our system. The workflow of our system is
shown in Fig. 3.

3.1 Acoustic Signal Preprocessing

3.1.1  Transmission Signal Design. To achieve fine-grained sensing of the CIR profile induced by eye gestures,
we meticulously design the transmit signal rather than employing a random sequence, as typically done in
traditional OFDM systems [68, 90]. To enhance both time and frequency utilization, we employ the Orthogonal
Frequency-Division Multiple Access (OFDMA) scheme, enabling concurrent transmission by both devices within
the same frequency band. The key to the design lies in selecting two signals with high auto-correlation and
low cross-correlation. We choose the Zadoff-Chu (ZC) sequence [73] as our baseband signal, known for its
ideal auto-correlation property, facilitating the separation of paths at different distances [84]. For clarity in
representation, we use uppercase letters for frequency domain signals and lowercase letters for time domain
signals. The baseband ZC sequence, with a length of N,, is expressed as follows:

zc[n] = exp _jw i (1)
NZC

where 0 < n < N,, q is a constant integer, and j is the imaginary unit, i.e., j2 = —1. N, is the length of
the sequence, which determines the bandwidth in the final modulated signal. The parameter u determines the
correlation property, and it should be coprime to Ny, i.e., gcd(N,c, u) = 1.

In our OFDM scheme, we choose distinct values of u during the generation of the baseband ZC sequence to
prevent collisions between the two speakers. Specifically, the frequency domain baseband signals for the two
speakers, denoted by ZC; and ZC,, are expressed as:

7Cy[n] = FFT (z¢1[n]) = FFT (exp (— jw)), 2)
ZCy[n] = FFT (zey[n]) = FFT (exp (—jw)), 3)

where u; and u, are two different values and FFT(-) denotes equal-points Fast Fourier Transform (FFT).

We use two orthogonal ZC sequences for two speakers to enable simultaneous transmission utilizing full
bandwidth and all subcarriers. We choose the value of u; and u; for two ZC sequences based on the following
criterion: Firstly, auto-correlation results should only have one peak to reduce ambiguity. Secondly, the results of
cross-correlation should be low to reduce interference. We first select u; based on the first criterion and then select
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the pair u; and u; based on the second criterion. Finally, we choose of u; = 1 and u; = 60. The auto-correlation
and cross-correlation of sequences zc; and zc, are illustrated in Fig. 4, with N,. = 61. It is evident that the
auto-correlation of sequence 1 and sequence 2 is favorable, whereas the cross-correlation between sequence 1
and sequence 2 is poor. This characteristic enables two speakers to transmit simultaneously within the same
frequency band without encountering collisions.

The direct utilization of the ZC sequence as our transmit signal is precluded for two primary reasons. Firstly,
speakers are capable of transmitting only real signals, whereas the ZC sequence constitutes a complex signal.
Secondly, the ZC sequence occupies the entire frequency band, making it audible to humans. Consequently, it is
imperative to reduce the bandwidth of the generated ZC sequence to ensure its accommodation within a narrow
transmission band that remains inaudible to humans. Additionally, it is necessary to convert the complex ZC
sequence into real signals suitable for transmission by speakers. To achieve this, we employ frequency domain
de/modulation schemes similar to those described in [84, 87]. This approach is favored due to its substantial
reduction in computational complexity when compared to the time domain de/modulation schemes employed in
[80].

To enable the transmission signal inaudible to most individuals [76], our system employs a narrow frequency
band in 17-23 kHz (i.e., B = 6 kHz) with a central frequency of 20 kHz and a sampling rate of 48 kHz. The
transmission comprises consecutively repeated frames, with a frame length of N = 480. Consequently, the frame
rate for CIR is established at 100 Hz, enabling the stacking of multiple CIR frames to examine the impact of eye
gestures on CIR. The ZC length is configured as 61 based on N, = B];—}SV + 1, ensuring compatibility with the
bandwidth of the modulated signal. After generating the ZC sequence, the sequence is subsequently shifted
to the carrier frequency f, through OFDM modulation. To convert the modulated signal into a real signal, the
negative frequency components of the signal are configured to be the conjugate counterparts of the corresponding
positive frequency components. This modulation procedure is elucidated in Algorithm 1, where conj(-) returns
the complex conjugate of each element in the input, and flip(-) returns the reverse of the input. The transmission
signals of both speakers employ a similar modulation process, differing only in the value of u. To reduce the
impact of frequency leakage caused by sudden frequency jumps between successive frames, we use the Hanning
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window on the transmit signal. Moreover, we adjust the max amplitude of the transmit signal to 0.2 to further
minimize the risk of being heard.

Algorithm 1 Transmitting signal generation
Input: N, N, fo,u,q
Output: The modulated sequence xr[n] of length N

1: Generate ZC sequence from Eq.( 1) and perform N, — point FFT to get frequency domain signal ZC[n]
2: Generate a all zero sequence X [n] with a length of N

CL zc ™ cL zc

3 X[EL - Beeml) Lk Meenl)) <z
CL zc cL zc . .

4 XN - L2 - Rl Ly et ) < flip(conj(2C[n)))

5: Perform IFFT on X [n] to get time domain signal xr[n]

3.1.2  Received Signal Processing. After the signal is transmitted from the speaker, the microphones record
signals originating from both the Line-of-Sight (LOS) path and reflections from the subjects’ eye gestures and
the environment. Our system incorporates two speakers and two microphones positioned at various locations
on the eyewear. This configuration enables the measurement of CIR profiles from diverse observation angles.
This capability proves advantageous, as the same eye gesture manifests different CIR patterns when observed
from varying angles. We apply a Butterworth band-pass filter with a cut-off frequency range of 17-23 kHz on
the received signal to remove the environmental noise. For each pair of speaker/microphone, we can extract
a distinct set of CIRs per frame by conducting cross-correlation between the received signal and the known
transmitted signal.
The received signal is modeled as:

P
yrln] = ) Ae /%y [n - ;—'J : (4)
i=1

where yr[n], represents the signal received and P signifies the number of paths. Each path i is characterized
by an attenuation coefficient A;, a phase shift ¢; induced by the propagation or reflection of the path, and a
time of flight (ToF) denoted as 7. To facilitate further analysis, the received signals yg[n] are initially partitioned
into frames of length N. Subsequently, a frequency domain multiplication approach is employed for performing
frequency domain correlation. This technique serves to significantly mitigate the computational complexity
associated with correlation. The detailed demodulation process is elucidated in Algorithm 2 where f ftshift(-)
shifts zero-frequency component to center of spectrum.

With the utilization of two speakers and two microphones, we can obtain CIR estimation information for four
links (speaker 1 - microphone 1, speaker 1 - microphone 2, speaker 2 - microphone 1 and speaker 2 - microphone
2). For each link, the measurement of the cir[n] is acquired per frame. To capture the dynamic changes in the
CIR, the measurements of the CIR across multiple frames are aggregated within an observation slot, resulting
in the construction of a 2D CIR map. This map serves as a representation of the CIR variations over time. The
time-domain resolution of 10 milliseconds in the CIR map corresponds to a sampling rate of 100 Hz. The range
resolution is ¢ - is ~ 0.007 m, where c denotes the speed of sound and f's is the sampling rate. The high time and
range resolution enable us to effectively monitor the movements of eyelids and the surrounding skin induced by
eye gestures.

We use background subtraction methods to extract user eye gesture information and eliminate the influence of
static objects in CIR measurements. The raw CIR corresponding to an eye gesture is depicted in Fig. 5(a). Notably,
the raw CIR is dominated by static components, posing a challenge in discerning signals associated with two
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Algorithm 2 Received signal demodulation

Input: Received signal sequence xg[n] of length N

Output: Channel response sequence ciry[n] and ciry[n] of length N for each frame

1: Perform N point FFT on y[n] to get Y[n]

L -
2: CIRpaseband1 < Y[% - (NZZC 2

. % + (NZZC_I)] X conj(ZCy[n])

3: CFRbasebandZ = Y[% - (szc_l) : fc_f + (NZZC—I)] X COH](ZCz[Tl])
4: Generate an all-zero sequence CIR; and CIR, with length N.

[}

2 2 2
‘CIRZ[%—M:N .

: CIRy[n] & fftshift(CIR[n]).
: CIR;[n] & fftshift(CIRy[n]).

© o 9 o

: CIRl[% — Nzez)) D+ M] & CFRpaseband1 [n]
+ M] & CFRpasebandz[n].

: Perform IFFT on CIR; [n] and CIR,[n] to get the time domain cir; [n] and cir,[n] respectively.

N -
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saccades. To mitigate the influence of static components, differential operation is applied to the complex-valued
CIR sequence, as opposed to a direct operation on the intuitive CIR amplitude. This choice is motivated by the
observation that amplitude changes over a short duration are minimal, and a direct differential operation would
eliminate both movement-related signals and static components. The resulting differential CIR is illustrated
in Fig. 5(b). Furthermore, CIR measurements encompass information from various surrounding objects. The
arrangement of these objects during training and testing phases may exhibit significant disparities, thereby
potentially diminishing recognition performance. In contrast, with differential CIR images (dCIR), gesture data
remains unaffected by surrounding objects, provided they remain static during the gesture process. The static
elimination enhances stability in eye gesture recognition.
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3.2 Eye Gesture Filtering

The purpose of this module is to detect and segment all interaction eye gestures, allowing for some segmentation
of non-interaction eye movements. The interaction eye gestures and non-interaction eye movements have
different dCIR patterns and can be distinguished through subsequent eye gesture recognition module.

3.2.1  Eye Movement Detection. We use the variance of dCIR to detect the occurrence of eye movements. Eye
movement can cause changes in dCIR, so we can determine the occurrence of eye movement by calculating the
variance of dcir. The change of dCIR induced by eye gestures typically occurs within a small range. Therefore,
we only consider the first 50 points of the dCIR to reduce computational complexity, corresponding to the
information within a distance of ¢ - ]572 ~ 0.35 m where ¢ denotes the speed of sound and fs is the sampling rate.
We calculate the dCIR variance on each frame and obtain a sequence of dCIR over time. Each eye movement
leads to a peak in dCIR, and the amplitude of the peak in dCIR is related to the amplitude of eye movement. We
detect eye movements by finding peaks on the time sequence of variance of dcir, with a minimum peak interval
of 0.1 seconds, as changes within 0.1 seconds are considered as one eye movement. The detected eye movements
will be inputted into eye gesture segmentation for subsequent differentiation between interaction eye gestures
and daily eye movements.

3.2.2  Eye Gesture Segmentation. The amplitude and interval of interaction eye gestures and daily eye movements
are different, so we can distinguish them through amplitude and interval. After detecting eye movements,
we segment interaction eye gestures and ignore non-interaction eye movements. The algorithm filters out
non-interaction eye movements by the amplitude of the peak and the interval between the peaks. The goal of
this segmentation algorithm is to guarantee the recognition of all interaction eye gestures while concurrently
permitting the identification of certain rapid non-interaction eye movements. Consequently, we seek a balance
between attaining a high detection rate and accommodating some false alarm instances. The non-interaction eye
movements will be discerned through fine-grained eye gesture recognition.

The rationale of the design is described as follows. In daily activities, daily eye movements have small amplitudes
and long intervals, which differ greatly from our interaction gestures as shown in Fig. 6. Even in a few cases, we
may simply want to look in an extreme direction and then look back. Since we want to obtain visual information
in that direction, there must be visual dwell. As shown in Fig. 7, we have calculated the average intervals of
various eye movements. This average interval of two saccades lasted about 0.3 seconds. Although the speed may
vary among individuals, it was always less than 0.5 seconds. There is a significant interval difference between
interaction and non-interaction eye movements. Therefore, we set 0.5 seconds as the maximum threshold for
interactions because a saccade lasts around 200 ms on average [41], and all interactions must be completed within
0.5 seconds. Two consecutive eye saccades (quickly looking in a specific direction and quickly looking back)
are considered as a complete interaction. Since each eye movement generates a peak on the dCIR data, the time
interval between two eye movements can be determined by the time interval between adjacent peaks. Although
the time interval between two adjacent dCIR peaks may not be exactly the same as the actual eye movement
interval, they are highly correlated, serving as an indicator of the interval of eye movements.

It is unlikely that we can accurately filter out all interactions at this time due to the variability in the speed
of eye movements influenced by different states, such as fatigue, where sleepiness can alter the timing of eye
movements. Additionally, certain combinations of two actions may be detected, like the sequence of looking
down followed by looking right. The short time interval between these actions enables their detection. However,
their trajectories differ from those of interaction eye gestures and subsequent recognition algorithms aid in
differentiating between these actions. The segmentation window length of 0.5 seconds is adequate for our design
as eye gestures are quick. After completing the segmentation operation, the data dimensions used for subsequent
analysis are configured as 4 X 50 X 50. Here, 4 represents the number of links, and 50 X 50 denotes the dimensions
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Fig. 8. The dCIR profiles of a subject performing different eye gestures.

of the dCIR plot. The subsequent eye gesture recognition process relies on the 4-linked dCIR spectrogram. The
dCIR profiles of a subject performing different eye gestures is shown in Fig. 8. There will be significant differences
between different eye gestures, so we can recognize them through the following network design.

3.3 Adversarial-based Eye Gesture Recognition

The system should operate as a plug-and-play version, accommodating new users without the need for training.
The eye gesture recognition module should have generalization ability and address variations among different
users. Acoustic signals, collected from diverse users during the system’s training phase, inherently encompass
user-specific features including eye size and facial structures. The dCIR profiles of different eye gesture performed
from two different subjects are shown in Fig. 9. There are differences in the dCIR profile when different users
perform the same eye gestures because the dCIR profile contains user-related features. This may lead to a decrease
in the accuracy of the model’s predictions of new users. To address this, we employ adversarial training to achieve
user-independent eye gesture recognition. Adversarial training with GR layers eliminates user-specific features
and retains user-independent features. We only need to use adversarial training during the training phase, and in
the test phase, we use trained models for inferences. Using adversarial training makes EyeGesener a plug-and-play
version for new users without additional data collection and training efforts.

As depicted in Fig. 3, EyeGesener consists of three fundamental neural network components: a feature extractor,
an eye gesture classifier, and a domain classifier. These components are denoted by their respective parameter
sets O, 0., and 0. Regarding the eye gesture classifier, the optimization concentrates solely on the parameters of
the feature extractor and the eye gesture classifier. This optimization is achieved by minimizing the loss function
LC(Gf, 0.), ensuring accurate eye gesture classification. The domain classifier serves as the third neural network,
utilizing the same set of feature outputs from the feature extractor to discern different users within the training
dataset. Its optimization involves minimizing its own loss Ly (8¢, 0). Essentially, the feature extractor engages in
a min-max game against the user-specific discriminator, aiming to prevent the discriminator from distinguishing
between users based on the feature output. To effectively eliminate user-specific features, the comprehensive loss
function for the entire system is constructed as follows:

Lloss (ef, ‘9e> gd) =Lc (Gf’ ee) _AXLd (ef, ed), (5)
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Fig. 9. The dCIR profiles when different eye gestures are performed. (a)-(d) and (e)-(f) are from two different subjects.

To facilitate the training of this network, we integrate GR layers to address this challenge, following the
proposal in [44]. The update process for the BP estimator, domain classifier, and feature extractor is executed
through back propagation, as outlined below:

AL,
ec—ec_a'a_ec’ (6)
B dLy
O4=04—0a-A %6, (7)
dLy OJL,
O =0r—a- -1 =2+ =5 8
e a( 39f+39f)’ ©

where L, is the cross-entropy loss for domain classification, and L. is the cross-entropy loss for eye gesture
classification. The parameters a and A correspond to the learning rate and loss weight, respectively. The loss
weight, 4, is crucial in balancing the contributions of the domain classifier and eye gesture classifier in the overall
optimization process. Standard stochastic gradient descendent (SGD) algorithm is applied to train the entire
network directly.

In the feature extraction layer, pre-trained ResNet-18 [48] is utilized as the feature extractor. However, as
the original ResNet-18 input has a dimension count of 3, an adaptation layer is introduced before ResNet-18 to
ensure consistent dimensionality. For the user discriminator network and eye gesture classifier network, two
linear layers are used, and a dropout rate of 0.5 is applied to the first linear layer to mitigate overfitting. The
incorporation of the Dropout technique, with a 50% probability, aims to prevent the co-adaptation of the model
to the training data, enhancing the generalization capabilities of the model. The output of the linear layer is
processed through the soft-max layer as the network output.

When conducting eye gesture recognition, we classify eye gestures into 10 classes: eight interaction classes,
blink, and null (non-interaction class). The amplitude and interval of a blink may reach the conditions of our
filter module, and it has its own unique pattern, so we recognize it and consider it as a non-interaction class.
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Fig. 10. The setup for the data collection using the desk- Fig. 11. Portable version of EyeGesener. (a) Prototype details.
top version of EyeGesener. (b) Data collection scenarios with device movement.

Eye gestures that are not similar to the eight interaction eye gestures and blink will be classified into the non-
interaction class. We noticed that the eight interaction eye gestures and blinking have fixed patterns, but some
patterns of eye movements in daily life (not filtered out by the eye gesture filtering) are not fixed. Therefore, in
the prediction stage, we use a similarity-based strategy to filter out unseen non-interaction eye movements. We
judge based on the output value of soft-max in the eye gesture classifier, if the output result of each class is less
than a threshold. We will classify this eye gesture into a null class. Based on experience, we set this threshold to
0.5.

4 IMPLEMENTATION

The hardware prototype of EyeGesener is depicted in Fig. 2. We utilize a glass frame to construct the prototype.
Commercial microphones [20] and speakers [17], each priced at approximately 3 RMB (0.42 USD), are acquired
from online retail platforms. Two microphones and two speakers are connected to the Thitronix T256 3 ADC
USB Audio sound card [25] via wired connections. The sampling rate for audio playback and recording is set at
48 kHz. We implement two versions of EyeGesener for different scenarios. The audio interface card is connected
to an HP desktop computer equipped with a 2.9 GHz Intel(R) Core(TM) i5-10400F CPU for software processing,
and this is the desktop version of EyeGesener. We also implement a portable version of EyeGesener, as shown in
Fig. 11. We connect the audio interface card to a Raspberry Pi 4 Model B [5] equipped with a 1.5 GHz Quad-core
Cortex-A72 CPU for software processing. We use a mobile power source for power supply, and the recorded
audio data is stored on the SD card. Signal processing and network design are implemented using Python 3.8 and
PyTorch 2.1. Model training is performed on an Ubuntu 22.04 server equipped with an NVIDIA GeForce RTX
3090. The model’s training involves an SGD optimizer, a batch size of 36 samples, and a learning rate of 0.001.

5 EVALUATION
5.1 Data Collection

This study includes 16 participants, comprising 8 females and 8 males. The age range of the subjects was 18-35
years old. Among the 16 participants, six individuals did not wear glasses in their daily lives. The experiments
take place in a laboratory and participants sit comfortably in front of the computer screen while wearing the
prototype of our glasses as illustrated in Fig. 2. The distance between the user’s face and the computer screen is
approximately 0.8 m. Cameras are utilized to simultaneously record participants’ eye movements as ground truth.
Experiments are conducted following the ethical policies of our institutions.

Each participant completes two data collection sessions. In the first session, a visual indicator appears on the
computer screen to guide participants in performing eye movements for interaction, covering eight directions:
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up, down, left, right, up-left, up-right, down-left, down-right. The participant performs each eye gesture 20 times.
The first stage is repeated twice with a 10-minute time interval between them. During this period, they can take
off their glasses and rest. In the second session, we collect participants’ daily non-interaction eye movements in
real-world scenarios. We set the ground truth to non-interaction for the eye movements that can be observed in
the camera. Participants are instructed to wear the glasses to watch videos or other applications for 10 minutes,
and data is collected during this period. They are allowed to move their bodies and engage in free conversation
with others in the laboratory.

In total, 11680 samples are collected, comprising 5120 eye gesture samples for interaction and 6560 non-
interaction samples (including 2400 blinks and 4160 daily eye movements). The process ensures that we collect a
sufficient number of interaction eye gesture samples and non-interaction samples.

5.2 Performance of Eye Gesture Filtering

In this section, we evaluate the performance of eye gesture filtering composed of eye movement detection and
eye gesture segmentation. All collected samples are inputted into our filter, which divides these samples into
interaction and non-interaction eye gestures and then segments the interaction eye gestures. Subsequently, we
compare the predicted outcomes with the ground truth.

5.2.1 Overall Performance. We evaluate the eye gesture filter through these four indicators: true positive (TP)
rate, false positive (FP) rate, true negative (TN) rate and false negative (FN) rate. Fig. 12 depicts the confusion
matrix, showcasing that TP rate is 0.99, the FN rate is 0.01, FP rate is 0.12, and TN rate is 0.88. The high TP
rate implies that our system excellently detects nearly all eye gestures for interaction. Meanwhile, 0.12 of the
samples are judged as false positives during this process, our eye gesture recognition will further classify these
samples in subsequent classification steps. In summary, the eye gesture filter recognizes almost all eye gestures
for interaction and effectively filtering out the majority of non-interaction eye movements.

5.2.2 Impact of Eye Gesture Segmentation. We evaluate the importance of eye gesture segmentation for the filter.
Eye gesture segmentation is composed of threshold A (amplitude threshold) and threshold T (time threshold), so
we present the performance of the filter without these thresholds. The data used for this analysis is all from the
collection in Section 5.1. The results are then compared to the ground truth.

As shown in Fig. 14, only with the threshold A, The false positive rate has risen to 0.63, because even if there
is a long interval, the combination of two eye movements exceeding the threshold A will still be retained by
the filter. Only with threshold T, the false positive rate has risen to 0.71, because any two eye movements with
an interval smaller than the threshold T will be retained by the filter regardless of amplitude. Obviously, after
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Fig. 15. Overall performance.

removing both thresholds simultaneously, all combinations are retained with a false positive rate of 1, so setting
two thresholds is very important as they enable our filter to reduce the false positive rate.

5.3 Performance of Eye Gesture Recognition

In this section, we demonstrate the system’s performance in eye gesture recognition using data comprising
samples obtained from the above section after filtering. The samples are categorized into ten classes. Subsequently,
we compare the system’s predicted results with the ground truth to evaluate the performance. We utilize leave-one-
subject-out (LOSO) validation, where we use data from one participant for testing and data from the remaining
participants for training.

5.3.1 Overall performance. The end-to-end confusion matrix of interaction and non-interaction class after eye
gesture recognition illustrated in Fig. 13 depicts that TP rate is 0.965, the FN rate is 0.035, FP rate is 0.032, and TN
rate is 0.968. The TP rate decreased from 0.99 to 0.965 compared to the results after eye gesture filtering, as some
interactions were classified as non-interactions. The end-to-end FP rate decreases from 0.12 to 0.035, showing
that eye movements and blink in our daily lives seldom result in false positive samples with the system.

The confusion matrix of each eye gesture is shown in Fig. 15(a) and Fig. 15(b) depicts the performance of each
subject. The average accuracy, precision, recall, and F1 scores for all subjects were 0.93, 0.93, 0.93 and 0.93. As in
Fig. 15(a), some interaction eye gestures exhibit a degree of confusion, and the direction of wrong classification
aligns with our intuition. For example, at times, the upper right is recognized as right and upper. Considering their
similarity, this is an expected outcome. Nonetheless, our system demonstrates good classification performance.

5.3.2  The Impact of Adversarial Training. To evaluate the impact of adversarial training, we compare the system’s
performance with and without the user-specific discriminator component. Without adversarial training, the
system architecture undergoes modification through the removal of the user discriminator neural network. The
modified training process aims to evaluate the system’s eye gesture classification performance independently of
the adversarial constraint imposed by the user discriminator. We utilize the data collected in Section 5.1 along with
LOSO validation. The average results for accuracy, precision, recall, and F1 score with and without adversarial
training are shown in Fig. 16. The model without adversarial training is prone to extract user-specific features
leading to poor generalization ability for the new user. The result shows the effectiveness of adversarial training
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in improving the robustness and generalization capability of eye gesture recognition. Adversarial training aids in
achieving user-independent eye gesture recognition.

5.4 Impact Factors

5.4.1 Different Noise Levels. We evaluate the system performance under different noise environments: (1) Quiet
lab. The noise level of this scene is 34 dB. (2) Noisy lab. In this scenario, the people in the laboratory are
communicating, with a noise level of 53 dB. (3) Restaurant. In this scenario, experiments are conducted in a
student restaurant with a noise level of 65 dB. (4) Cinema. Experiments are conducted at the cinema with a noise
level of 69 dB. (5) Downtown. Experiments are conducted at a city center intersection with noise, including
conversations, pedestrian footsteps, vehicle noise, horn sounds, and advertisements. The noise level is 78 dB.
(6) Noisy Bar. In this scenario, participants are invited to a noisy bar with loud music played. The noise level
is 90 dB. We invite five people for this experiment, three of whom have participated in the data collection in
Section 5.1. In the first two scenarios, data is collected using the desktop version of EyeGesener, while in the other
four scenarios, data is collected using the portable version of EyeGesener. In each scenario, we collect 8 interaction
eye gestures with each gesture repeated 20 times, and then collect non-interaction samples for 10 minutes. The
first three participants use their own LOSO models, while the two new participants use the model trained using
data from the previous 16 individuals in Section 5.1. The result is shown in Fig. 17. In the first five noise scenarios,
the performance of EyeGesener is hardly affected because our system works in the inaudible frequency band,
and the band-pass filter removes the audible noises. Although EyeGesener ’s performance is slightly impacted by
high-frequency noise in the noisy bar, it can still perform well due to the ideal auto-correlation property of the
ZC sequence.

5.4.2 Different Amounts of Links. We evaluate the system performance using different amounts of links. We use
the data collected in Section 5.1. We utilize LOSO validation and choose the combination with the best performance
given the number of microphones and speakers. As shown in Fig. 18, utilizing more sensors enhances performance.
This increasing number of sensors allows for sensing eye gestures from various observation angles through
multiple paths. Moreover, increasing the number of sensors will lead to higher dimensional input data, thus
providing more information for sensing eye gestures.

5.4.3 Different Distances. We evaluate whether the relative distance between the screen and the person will
impact the system’s performance. The visual screen distance of VR glasses is adjustable, and the distance between
the screen and the person in daily life varies. It is worth noting that the interaction eye gestures are not affected
by distance, but smaller distance from the device will lead to greater amplitude of non-interaction eye movements,
which may result in more false positive samples. Therefore, we conduct a performance evaluation of the system
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by changing the distance between the screen and the person. As shown in Fig. 19(a), we change the distance
between the glasses and the computer screen, ranging from 0.5 to 1.1 m, with a movement step of 0.3 m. Four
participants who have participated in the data collection in Section 5.1 participate in this evaluation and the data
collection process is the same as Section 5.1. Each participant uses their own LOSO model. The results depicted
in Fig. 20(a) indicate that the system maintains good performance within normal visual distance.

5.4.4 Different Screen Sizes. We evaluate whether the screen size would impact the system’s performance. In
daily life, users will use devices with different screen sizes, and different brands of AR glasses have different
virtual screen sizes [18]. The interaction eye gestures is not affected by screen size, but larger screen size will
lead to greater amplitude of non-interaction eye movements, which may result in more false positive samples. As
shown in Fig. 19(b), we evaluate the performance on devices with different screen sizes (mobile phone, tablet,
laptop computer, and desktop computer) while maintaining a fixed distance of 1.1 m. The data collection process
was the same as Section 5.1 and five subjects participated in this evaluation. The five subjects have participated
in the data collection in Section 5.1 and they use their own LOSO model for evaluation. The results are depicted
in Fig. 20(b). It is worth noting that as the screen increases, the amplitude of non-interaction eye movements
increases, resulting in a slight decrease in performance. Nonetheless, the system can maintain good performance
on devices with different screen sizes.

5.4.5 Different Postures. Users may adopt different postures while using glasses as shown in Fig. 19(c). In this
section, we evaluate the system performance under the following positions: (i) Looking Upward. This is a
commonly used posture during our office and leisure time. (ii) Looking Forward. This is also a commonly used
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Fig. 21. False positives rate caused by head movements and facial activities.

posture. (iii) Looking Downward. Eye movement interaction data was collected in this posture. (iv) Lying. Eye
movement interaction data was collected in this posture to detect whether changes in facial muscles during lying
down will impact the accuracy of interaction recognition. (v) Walking. In this scenario, subjects are required
to walk on the ground while interaction data is collected, and the step frequency can be freely adjusted by the
subjects. (vi) Running,. In this scenario, subjects are required to run on the ground and participants are free
to adjust their stride frequency. Four participants who have participated in the data collection in Section 5.1
participate in this evaluation and use their own LOSO model for evaluation. In the first four scenarios, the data
collection process remains consistent with Section 5.1, except that the screen changes from computer to phone,
and in the latter two scenarios, participants use the portable version of EyeGesener and make interaction eye
gestures during the movement process.

The results depicted in Fig. 20(c) show that the out system works well under the first four scenarios because the
eye gesture patterns do not change under different postures. The system remains accurate in various stationary
postures and can be applied to any stationary position in daily life. The performance is slightly affected while
walking, while our system cannot work while running. Due to device displacement, the facial area is no longer
relatively stationary to the eyewear. Device displacement is a challenge for wireless sensing, as the detected
movement information originates from both the target and the device.

5.4.6 Head Movements and Facial Activities. We evaluate whether the system is susceptible to head movements
and facial activities. To explore this concern, we collect data on four common head movements:(i) Raising the
head and back, (ii) bowing the head and back, (iii) turning the head to the left and back, (iv) turning the head
to the right and back and six common facial activities: (i) happy, (ii)sad, (iii) angry, (iv) surprised, (v) fear and
(vi) chewing. Facial expressions and head movements are instantaneous actions of the participants and will
cause skin movements. Similar to non-interaction eye movements, we focus on whether these actions will
produce false positive samples. We think it is unnatural to perform interaction eye gestures and facial expressions
simultaneously. Therefore, we only collect samples of these actions in this section. This section involves five
participants who have participated in the data collection in Section 5.1. Instructions will appear on the screen
to prompt participants to take corresponding actions. We utilize cameras to capture user actions, collecting 20
instances for each activity, resulting in a total of 1000 samples. Subsequently, we input these 1000 samples into
the system to obtain prediction results. Each participant uses their own LOSO model for evaluation.

As shown in Fig. 21(a), there is an average false positive rate of around 0.05 for head movements. We observe
the video and find that this is because some participants instinctively move their eyes in that direction while
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Fig. 23. Experiment results under different
glasses with fine-tuning. Fig. 24. Performance in real-life scenarios.

performing large head movements, resulting in a small number of false positive samples. As shown in Fig. 21(b),
compared to other facial activities, the surprise expression has a higher false positive rate. We notice that the eyes
undergo an up and back movement during the surprise activity, resembling the eye gesture for interactions. The
false positive rates of the other five facial activities are very low. Overall, the system performs well, demonstrating
its ability to handle common head movements and facial activities.

5.4.7 Different Glasses. We evaluate the system performance results using different glasses. We implement the
system on four different commercial glasses, as shown in Fig. 22. We collect data from five subjects who have
participated in the data collection in Section 5.1 and the data collection process is consistent with Section 5.1.
Fig. 22(a) shows our system prototype. Glasses b are very similar to our standard glass structure. Glasses ¢ appear
as a circular frame, and the change in glass structure leads to a change in the CIR measurements. As shown in
Fig. 22(d), the distance between the microphone and speaker of the VR glasses is different, so the CIR of eye
movements has undergone significant changes. We cannot directly use their LOSO model on the new glasses, as
there is a domain gap between them. We use a small amount of data collected on the new glasses to fine-tune
the previously trained model to achieve predictive performance on the new glasses. The performance after
fine-tuning is shown in Fig. 23, which proves that our system can be further deployed on the other glasses.

5.5 Performance in Real-life Scenarios

In this section, we evaluate the performance of EyeGesener in real-life scenarios. We invite 5 participants to
conduct a 3-day, 1-hour daily, uncontrolled real-life experiment. This experiment involves 2 participants who
have participated in the data collection in Section 5.1 and 3 new participants. They all receive training on eye
gestures for interaction before the experiment. We use the portable version of EyeGesener to collect data and
store the data on the SD card, which allows participants to move around with our glasses freely. They can wear
our glasses to walk, have meetings, play games, and engage in any activity. They perform eye gestures when they
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Table 1. The average latency of EyeGesener.

CIR estimation Eye gesture filter | Eye gesture recognition | Total
10.8 ms
HP k - -
comdeljtetrop Demodulation | Subtraction 0.1 ms 7.6 ms 18.5 ms
P 10.3 ms 0.5 ms
17.7 ms
Pi4 -
Raspberry Pi Demodulation | Subtraction 0.1 ms 23.5 ms 41.3 ms
Model B
16.9 ms 0.8 ms

want to interact to ensure that we can collect enough interaction samples. A camera records their eye movements
simultaneously as the ground truth. The first two participants use their own LOSO model, while the other three
participants use the model trained using data from the previous 16 individuals collected in Section 5.1.

We calculate the F1 score for each participant, and the results are depicted in Fig. 24. It is worth noting that
subject 3 has better results than subject 2. By observing the video, we find that subject 3 uses our system more in
a stationary state, such as playing games and eating in a noisy restaurant. Subject 2 uses our system more in
movement scenarios, such as walking up and down the stairs with body movement, which causes some relative
displacement between the glasses and the user’s eyes. Nonetheless, our system still performs well for subject 2
with an F1 score of 0.82. The average F1 score of 5 people is 0.865, demonstrating the system’s robustness in
real-life scenarios.

5.6 Latency

In this section, we evaluate the latency of the EyeGesener software system. In the current implementation, the
software operates on an HP desktop computer and a Raspberry Pi 4 Model B. We calculate latency on two versions
of EyeGesener, respectively. We perform eye gesture inference 1000 times and compute the average runtime for
each component of our system, including CIR estimation, eye gesture filtering, and eye gesture recognition. The
results are presented in Tab. 1. This result shows that the average time required for our system to predict an eye
gesture is 18.5 milliseconds and 41.3 milliseconds for the desktop version and portable version, respectively, and
this delay can be further reduced with more powerful devices.

5.7 Power Consumption

Power Consumption is an essential issue for smart glasses. We measure the power consumption of our system
implemented on the Raspberry Pi 4 Model B using a USB power meter [4]. We implement a real-time processing
pipeline on the Raspberry Pi 4 Model B with an FPS of 20 Hz and measure the power consumption while all
components are operating. It is worth noting that we only need model inference for the adversarial-based
eye gesture recognition component in the real-time pipeline. We measure the difference between the power
consumption while running the real-time processing pipeline and the power consumption in the idle state as
EyeGesener’s power consumption. The measurements show that the current flowing through our system was 0.36
A at the voltage of 5.09 V. Therefore, the power consumption of EyeGesener is 1.83 W with a refreshing rate of 20
Hz. The power consumption of two speakers and two microphones is only 0.23 W. This is reasonable because low
energy is not the top priority for the Raspberry Pi 4 Model B. This power consumption should allow EyeGesener
to work on current smart glasses for a reasonable period. For instance, the battery capacity of Google Glass,
Epson Moverio, and Microsoft HoloLens are 570 mAh [21], 3400 mAh [10], and 16500 mAh [11], guaranteeing
around 1.6, 9.4, and 45.8 hours of battery life in theory if EyeGesener is used alone. We further discussed methods
for reducing system power consumption in Section 7.
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Fig. 25. Screenshot of the interactive video-music player.

6 USER STUDY

In addition to the offline performance evaluation, we perform user studies to evaluate the usability of EyeGesener.
We implement a real-time version of EyeGesener with an FPS of 20 Hz to enable user interaction with EyeGesener.
The evaluation focuses on real-time and real-world eye movement recognition performance, with a specific
emphasis on assessing the usability of EyeGesener through user feedback. The study simulates the experience
with AR glasses using a combination of glasses and a computer monitor. The glasses listen to users’ eye gestures,
and the monitor simulates the projection of AR glasses.

6.1  App Design

An interactive real-time audio-video player is developed based on EyeGesener. The design of our app is rooted in
the following two principles. First, the positions of different function buttons should mirror those commonly
found in everyday apps, allowing users to learn and use them with reduced learning costs. Second, the function
buttons should be positioned in the 8 directions of the app, allowing an eye gesture for interaction to be considered
as pressing the corresponding button when the user looks at the button direction. Screenshots of music playback
are shown in Fig. 25(a), and screenshots of video playback with this app are displayed in Fig. 25(b). Similar
to watching short video apps in our daily lives, the interaction action of an upward eye gesture is a slide up,
representing the next video. Conversely, the interaction action of a downward eye gesture is a slide down,
indicating the previous video. Liking a video involves looking at the like button, typically to the right. Similarly,
the bookmark button is in the down-right corner. To pause, users can look to the up-right corner. The second
time to perform the same operation is to cancel it. The up-left, left, and down-left directions on the left represent
increasing volume, muting, and decreasing volume, respectively. The music player operates in the same way as
the video player.

6.2 Study Process

This study enrolls eight participants, consisting of 4 females and 4 males. The deep learning model used in this
user study is trained using the data collected in Section 5.1, which occurs approximately two weeks before the
user study. It is worth noting that the four participants who have participated in the data collection in Section 5.1
use their own LOSO model. The remaining participants use models trained on all data in the dataset. The study
commences by providing participants with a guide on how to use the application, with a specific emphasis on
the eye gesture instructions. Participants are permitted to practice eye movement exercises on the prototype
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(a) Confusion matrix. (b) Performance on each subject.

Fig. 27. The SUS questionnaire results.
Fig. 26. Performance in the user study.

to familiarize themselves with the interaction method. The introduction and practice phase typically takes five
minutes. The settings for the user research are similar as Fig. 10.

Once participants feel sufficiently prepared, the experiment commences. In each experiment, participants are
verbally instructed to complete five tasks before being allowed to navigate the app freely. Instructions include
tasks such as "Switch down to the third video; if you find it appealing, perform the like operation. If you also like
the previous video, switch back and bookmark it. If someone is talking to you, mute and pause the video." After
completing the five instructed tasks, users are then free to use our system. Each participant’s actual application
experience lasts approximately 10 minutes. Cameras record the user’s eye movements in this process, providing
the ground truth data.

Following the experiment, participants complete a System Usability Scale (SUS) questionnaire and provide
feedback on EyeGesener’s performance through the questionnaire [30]. In addition, individual interviews are
conducted to gain insights into participants’ subjective evaluations and user experiences of EyeGesener. The
discussions cover participants’ overall impressions, strengths, and weaknesses, as well as provide suggestions for
system improvement. Participants are encouraged to pose questions throughout the research process, and each
interview lasts approximately 10 minutes.

6.3 Results

6.3.1 Eye Gesture Recognition Accuracy. In this section, we assess the real-time eye gesture recognition accuracy
of EyeGesener in real-time applications. This complements the offline evaluations in Section 5.1, which are
conducted under controlled conditions where a specific type of eye movement is repeated multiple times, and
similar eye movements are grouped together. The purpose of this real-time evaluation is to determine whether
EyeGesener can perform well in real-world app usage when users can navigate the app freely.

The confusion matrix for each eye gesture is depicted in Fig. 26(a). The average accuracy, precision, recall,
and F1 score across the 10 classes are 0.89, 0.90, 0.89, and 0.89, respectively. The performance for each subject is
illustrated in Fig. 26(b), where subject 1 exhibits the lowest F1 score of 0.84, while subject 7 attains the highest F1
score of 0.93. A comparison with the results from the offline study reveals a slight decrease in the average F1
score, amounting to 0.04. The decline in accuracy may be attributed to inaccuracies in performing eye gestures
for interaction. Users prioritize interaction over the accurate completion of eye gestures during the usage of the
real-time app.

6.3.2 Questionnaire Results. The average score for each question in the standard SUS questionnaire is depicted
in Fig. 27. Using the scoring calculation method introduced in [30] (4 is the highest score), we compute the total
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system score: 86.5 + 5.08 out of 100, obtaining an overall usability value. The results indicate that the usability of
EyeGesener is exceptionally high. According to the standard, Q4 and Q10 pertain to ease of learning, while the
rest focus on usability. After considering these two classifications separately, the score for ease of learning is 90.5
(£3.70), and the score for usability is 85.6 (+8.03). This outcome demonstrates that EyeGesener is easy to learn
and practical to use.

6.3.3 Subjective Feedback. Almost everyone mentions Enjoyment and praises this system, "It’s really interesting.
I just need to lie comfortably in a chair to control electronic devices at will" (P1). "This is the system I've been
looking forward to using before. I think it’s too convenient." (P7). Several participants mention the issue of
Rationality, "The system shares the same manual interaction method as existing mainstream video applications.
I completely replaced my hands with my eyes." (P1). "I only needed to look in the direction of the button and
quickly look back to complete the interaction." (P2). "I easily learned this interaction method and freed my hands."
(P4). Most users think the system has good Accuracy, "I think it’s accurate, and the system always follows my
eye movements to execute corresponding instructions." (P3). "Before using it, I was worried that eye movements
were easy to accidentally touch, but to my surprise, it showed good accuracy." (P5). However, one user expresses
dissatisfaction. "I accidentally touched it during use, and I don’t know why it suddenly turned silent." (P6). The
ability to fully distinguish between eye movements for interaction and daily eye movements is an area in which
our system needs further improvement. A participant mentions Distraction, "My eyes are always moving, and
this eye movement interaction distracts me." (P6). However, when we ask all the other users, they do not think so,
"I also need to slide with my hands; it’s better to just slide with my eyes like this." (P8). "The interaction was
completed in less than 0.5 seconds. This doesn’t affect my viewing experience." (P3). Three participants (P1, P6,
and P8) mention Vision Blockage, "My line of sight is obstructed by these microphones, speakers, and wires."
(P8). However, this is considered a solvable engineering problem, and we discuss it in Section 7, where the sensors
can be embedded into the mirror frame without appearing abrupt. Three participants (P1, P4, and P7) express
their mention of Social Concerns, saying, "I think using this eye movement method may be perceived as strange
by others and cause unnecessary social attention." (P4). We attribute this to inherent concerns related to the
appearance of smart glasses, while in many dark or VR glasses scenes, our eyes are not seen by others. Compared
to facial expressions and silent speech, our approach avoids social concerns. For the Frequency Leakage, all
participants express that they do not hear any noise from the glasses. We also measure the signal level while the
system was operating by separately placing a digital sound level meter [6] close enough to the speakers and near
users’ ears. The decibel meter gives an average signal level of 44.6 dB(A) and 37.3 dB(A), respectively. Comparing
the result with noise exposure limits recommendation from Centers for Disease Control and Prevention, which is
85 dB(A) over eight hours in the work space [1], EyeGesener is safe to wear with little concern of hearing damage.

7 DISCUSSION

In this section, we discuss the limitations of our system and potential future work.

The number of interaction gestures. Our system supports 8 interaction eye gestures: up, down, left, right,
up-left, up-right, down-left, and down-right. Performing these gestures in these eight directions is natural and
easy. Recent study [28] demonstrated that approximately five types of command recognition are necessary
and sufficient for simple hands-free input. For instance, five commands (play, stop, forward, back, and like) are
necessary and sufficient for operating a media player such as music, video, and images. Therefore, the provided
number of interactions can meet the requirements of most interactive applications in daily life. In the future,
we will explore recognizing additional eye gestures to expand the interaction space of the system, such as the
recognition of combinations of existing eye gestures similar to [36].

Power Consumption. Power consumption is an important issue for smart glasses. There are some methods
to further reduce the power consumption of EyeGesener. First, replacing the speaker with more power-efficient
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ones while maintaining the same sound pressure level can reduce the power consumption [56]. Second, since
power consumption is not the top priority for Raspberry Pi 4 Model B, we can reduce the power consumption by
implementing EyeGesener on a low-energy chip such as GAP 8 low-power neural accelerator [3]. Moreover, we
can further decrease the power consumption of the ResNet module by using knowledge distillation techniques to
transfer the large model to a lightweight one [91].

Device displacement. Although EyeGesener can currently perform well in various stationary scenarios and
even while walking, it is not suitable for fast-moving scenarios (such as running) and bumpy scenarios (sitting in a
car on a bumpy road). Due to device displacement, the facial area is no longer relatively stationary to the eyewear.
Device displacement is a challenge for wireless sensing, as the detected movement information originates from
both the target and the device. A potential approach to addressing this challenge is to employ the method that
enables acoustic sensing under device motion [61].

Vision blockage. Although we have made minimally obtrusive modifications to the glass frame to reduce
visual interference to users, the presence of microphones, speakers, and wires may still cause vision blockage.
This is because the microphone and speaker are glued to the four corners of the glass frame rather than embedded
inside it. Addressing this issue is considered a solvable engineering problem. In the future, it will be possible to
embed the sensors into the mirror frame without appearing abruptly. We can fully integrate the sensors into the
glasses frame and retain some openings for audio playback and recording, following the practices of existing
commercial glasses [22].

8 RELATED WORK

In this section, we present an overview of the related work of this study. We categorize the relevant works into
eye movement-based interaction systems and acoustic sensing for interaction.

8.1 Eye Movement-based Interaction Systems

8.1.1 Camera-based Interaction. Camera-based methods can accurately recognize eye movements using computer
vision techniques. Webcam-based eye-tracking platforms provide online eye-tracking solutions [7, 9, 13], but
their performance can be affected by lighting conditions, occlusions, and camera orientations due to their fixed
location, and relatively low resolution. Cameras with a higher resolution than webcams can provide more reliable
eye tracking results. Tobii Pro Fusion [15] and Tobii Pro Glasses 3 [16] are widely used commercial eye trackers
and can provide accurate eye tracking for new users with a calibration process. Many other commercial eye
trackers can also continuously track eye movements, such as Dikablis Glasses 3 [8], Pupil Labs [12], and SMI
Eye Tracking Glasses [14]. Recent studies have focused on improving eye-tracking performance from different
perspectives. Ahlstrom et al. provide larger eye tracking coverage with additional cameras [26]. Hennessey and
Fiset enable long range eye tracking into the living room and allow for freedom of user motion [49]. Mahanama
and Bhanuka propose a multi-user eye tracking system with commodity hardware [62]. Ryan et al. present a
low-cost wearable eye tracker under variable lighting conditions [78]. Mayberry et al. present camera-based
eye-tracking solutions with accurate tracking performance while maintaining a low-power consumption [66, 67]
with performance validation in outdoor settings. Various eye movement-based interaction systems have been
enabled with the advancement of these technologies. Researchers have concentrated on directly manipulating
user interfaces through video-based gaze trackers [74, 75] for human-computer interaction (HCI). Pfeiffer et
al. [72] propose a method for analyzing eye tracking data employing computer cameras and augmented reality
technology. Matsubara et al. achieve the extraction of read text using a wearable eye tracker [65]. Kyto et al.
investigate precise selection techniques using head motion and eye gaze [54]. Paletta et al. enable accurate gaze
recovery on mobile displays [71]. Other studies employ eye tracking for controlling computer functions [52, 63].
However, camera-based methods require expensive hardware manufacturing costs [69], and these methods
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are susceptible to poor ambient light conditions [83]. Furthermore, privacy concerns also pose a drawback in
camera-based interaction.

8.1.2 EOG-based Interaction. Multichannel EOG electrodes serve as an intrusive method for eye tracking. Barea
et al. [31] introduce an EOG model for eye-based computer interaction incorporating wavelet transform and
neural network techniques. Bulling et al. [33] present a wearable EOG goggle designed to enhance situational
awareness and facilitate eye-based human-computer interaction. Xiao et al. [88] propose a human-computer
interface based on a single-channel EOG signal, enabling real-time interactions within the VR environment.
Yamagishi et al. [92] develop a communication support interface for individuals with motor disabilities who
cannot speak, controlled by eye movement and voluntary blink. Bulling et al. implement a novel eye tracker
for context-awareness and mobile HCI applications using wearable EOG goggles [32]. Kunze et al. use smart
glasses with integrated electrodes to detect eye movements in application cases from reading detection to talking
recognition for social interaction tracking [53]. However, EOG-based interaction methods require skin contact,
making it intrusive and less user-friendly. Moreover, these methods are vulnerable to sweat artifacts [39] as they
necessitate physical contact with the skin.

8.1.3 Infrared-based Interaction. Infrared-based interaction methods utilize infrared sensors integrated into
glasses to detect eye movements by sensing eyelid skin movements. Google Glass [2] recognizes intentional
blink gestures, while Dual Blink [40] identifies natural blinks. Cho et al. propose a gaze estimation method
using wearable near infrared devices [37]. Li et al. [58] propose to use near infrared emitters and receivers on
glasses for continuous eye tracking, but this method can be impacted by glasses movement and direct sunlight.
Researchers [43] utilized glasses equipped with infrared distance sensors to detect eyelid skin movements induced
by gaze motions. They applied machine learning to analyze the time-series sensor data for identifying gaze
motions. Wang et al. [85] introduce a method for detecting pupils and blinks in a gaze tracking system, utilizing
wearable camera sensors and a near-infrared LED array. Masai et al. [64] employ 16 sensors to identify seven
distinct gestures, including blinking and gaze shifts at 90-degree intervals in motion direction. However, infrared-
based interaction methods may not be suitable for prolonged interaction in everyday environments due to the
sensitivity of infrared sensors to environmental conditions such as sunlight, smoke, etc. [19, 77].

8.2 Acoustic Sensing for Interaction

Due to the ubiquity and low-cost of speakers and microphones [82] and fine-grained sensing ability [34],
acoustic sensing has also been widely studied. Acoustic sensing has been widely applied in HCI systems,
such as hand gesture recognition [29, 80, 87, 89], facial expression recognition [56, 57, 90, 97], silent speech
recognition [45, 51, 96, 98], handwriting recognition [35, 86, 94, 95], and so on.

Recently, some researchers have utilized acoustic sensing to detect eye activities. BlinkListener [60] detects
eye blink motion using acoustic signals in a contact-free manner with a pair of microphone and a speaker.
TwinkleTwinkle [36] proposes an interacting method with smart devices through eye blink, leveraging ultrasound
signals on commercial devices. However, these methods cannot distinguish finer-grained eye movements beyond
blinking. Therefore, the interaction space is very limited. A study [81] enables eye-tracking on glasses utilizing
piezoelectric micromachined ultrasonic transducers. However, this method requires ultrasound in the MHz band,
but commercial speakers and microphones support frequencies up to 24 kHz under the sampling rate of 48 kHz.
Golard et al. [46] conduct a modeling and empirical study to prove that ultrasound can achieve low-power, fast,
and light-insensitive eye tracking results. However, this method is evaluated on a physical 3D model of a human
eye, and its performance on a real user is unknown. Li et al. propose GazeTrak [55], an acoustic-based eye-tracking
system on glasses. It achieved accurate eye-tracking results with low power consumption. However, it does not
address the Midas Touch problem, which requires distinguishing between eye movements for interaction and
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daily eye movement. Moreover, GazeTack cannot achieve user-independent results and needs additional data
collection and model training efforts to achieve accurate eye-tracking results for new users.

To address the limitations of previous works, we propose an acoustic-based, user-independent eye gesture
recognition system for hands-free interaction on smart glasses. We carefully design eye gestures for interaction
and propose techniques to mitigate the Midas touch problem. With minimally obtrusive modifications to a glasses
frame. EyeGesener is low-cost, contact-free, and suitable for long-term interaction in everyday environments.

9 CONCLUSION

In this paper, we propose the first acoustic-based, user-independent eye gesture recognition system for hands-free
interaction on smart glasses. We employ OFDM de/modulation schemes that enable both speakers to transmit
simultaneously simultaneously and in the same frequency band for CIR estimation. CIR measures the movements
of the eyelids and surrounding skin elicited by eye gestures. We meticulously design eye gestures for interaction to
mitigate the Midas touch problem. We design eye gesture filtering and adversarial-based eye gesture recognition
to identify intentional eye gestures for interaction and filter out daily eye movements. We employ an adversarial
training strategy, incorporating GR layers, to extract user-dependent features related to eye movements. We
evaluated EyeGesener with 16 subjects to assess the performance of eye gesture recognition. The results indicate
that our proposed system attains high accuracy and robustness with an average F1-score of 0.93. A study with 8
participants demonstrates the high usability and learnability of EyeGesener. The evaluation results demonstrate
that EyeGesener can be further deployed on commercial smart glasses.
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