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Practicing breathing exercises is crucial for patients with chronic obstructive pulmonary disease (COPD) to enhance lung

function. Breathing mode (chest or belly breathing) and lung volume are two important metrics for supervising breathing

exercises. Previous works propose that these metrics can be sensed separately in a contactless way, but they are impractical

with unrealistic assumptions such as distinguishable chest and belly breathing patterns, the requirement of calibration, and

the absence of body motions. In response, this research proposes DeepBreath, a novel depth camera-based breathing exercise

assessment system, to overcome the limitations of the existing methods. DeepBreath, for the first time, considers breathing

mode and lung volume as two correlated measurements and estimates them cooperatively with a multitask learning framework.

This design boosts the performance of breathing mode classification. To achieve calibration-free lung volume measurement,

DeepBreath uses a data-driven approach with a novel UNet-based deep-learning model to achieve one-model-fit-all lung

volume estimation, and it is designed with a lightweight silhouette segmentation model with knowledge transferred from a

state-of-the-art large segmentation model that enhances the estimation performance. In addition, DeepBreath is designed to

be resilient to involuntary motion artifacts with a temporal-aware body motion compensation algorithm. We collaborate

with a clinical center and conduct experiments with 22 healthy subjects and 14 COPD patients to evaluate DeepBreath. The

experimental result shows that DeepBreath can achieve high breathing metrics estimation accuracy but with a much more

realistic setup compared with previous works.
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1 Introduction
Practicing breathing exercises is essential for chronic obstructive pulmonary disease (COPD) patients [1, 22, 46]. A

typical breathing exercise involves the patient breathing followed by a designated pattern, which is characterized

by breathing metrics including breathing mode (belly or chest breathing) and lung volume. During a breathing

exercise session, these two breathing metrics must be carefully measured as they reflect the quality of the exercise.

For example, a patient is suggested to use belly breathing [17, 46], which is a measurement of breathing mode,

and the patient should take deep breaths during training [74, 75], which is a measurement of lung volume.

Medical guidelines suggest pulmonary disease patients should practice breathing exercises daily [1, 2], and

the ideal venues for breathing exercises are hospitals and rehabilitation centers where therapists can supervise

the training exercises. However, due to time and budget constraints, the authorities recommend that patients

can also take home-based training programs where the patients can practice breathing training at home [26].

Nevertheless, the effectiveness of home-based breathing exercises is not as good as the ones conducted under the

supervision of therapists due to low adherence [37], which is because of the lack of supervision and feedback,

where the patients have no idea about their performance.

To address this issue, researchers have developed various types of systems to assess these two breathing metrics

to help patients conduct breathing exercises at home. To estimate the breathing mode, wearable sensors [5] and

ultrasound sensors [23] are leveraged to measure the different heaving patterns at the chest and belly to infer the

breathing mode. These designs are based on the assumption that, during chest breathing, the heaving amplitude

of the chest is larger than that of the belly and vice versa. To estimate the lung volume, depth camera-based

solutions are widely explored [29, 32, 47, 49, 55, 57–59, 61]. The rationale behind these systems is that a depth

camera can probe the fine-grained torso surface dynamics caused by breathing. The measured torso surface

dynamics can be transformed into lung volume by using a regression function for each subject.

Although promising, these designs cannot be used for daily breathing exercise assessment because of the

following limitations. Firstly, previous breathing mode classification methods are only tested on healthy subjects

[23] and may not work on pulmonary disease patients. This is because previous works are based on the assumption

that breathing mode can be easily inferred by comparing the amplitudes of the chest and belly’s heaving patterns

(Figures 1(a)-1(b)). But this is not always true for patients whose breathing pattern can be complex and inconsistent,

where the chest and belly can have indistinguishable heaving amplitudes regardless of the breathing mode (Figures

1(c)-1(d)) due to lack of practice and lung function deficiencies. Secondly, most previous lung volume estimation

methods require calibration with a clinical spirometer before use [32, 49, 55, 57–59]. Otherwise, the subjects need

to be bare-chested [29, 47]. However, this is an impractical requirement for home usage because spirometers are

usually available in clinics and hospitals, and users would prefer normal clothing when conducting breathing

exercises. Thirdly, all the previous noncontact sensor-based works are vulnerable to involuntary body motions.

This is because these works are based on distance measurements, and involuntary body motions - motion artifacts

(MAs) - can easily overwhelm the breathing dynamics. Therefore, these works require the users to be seated in

a chair with their back firmly against the back of the chair to restrict natural body motions that happen with

breathing. However, this is not the best setup for breathing exercises because, as discussed in Section 2.1. It is

more appropriate to let the patient sit in a backless chair where involuntary MAs are inevitable.

In this research, our objective is to design a practical breathing exercise assessment system that can overcome

the above limitations. Specifically, the designed system should be applicable to pulmonary patients’ complex

breathing patterns, be calibration-free, and be robust to involuntary MAs. Inspired by previous research, we opt to
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(b) Belly breathing
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(c) Chest breathing

�
�	
��
��
�


��
�
���
�	

���	

��
�


��
�
�
	

(d) Belly breathing

Fig. 1. Breathing patterns under different breathing modes. (a)-(b) Healthy subjects. A(chest) > A(belly) under chest breathing,
and A(chest) < A(belly) under belly breathing. (c)-(d) Patients. A(chest) and A(belly) can have similar values but different
phases.

design our system based on depth cameras because of their ability to capture fine-grained torso surface dynamics,

which are highly related to breathing metrics. In this way, to use our design, a pulmonary disease patient just

needs to sit casually in front of a depth camera with their daily clothing and conduct breathing exercises while

our ready-to-use system monitors the breathing metrics and gives feedback to the patient. However, even with a

high-resolution depth camera, achieving such a design is challenging. Firstly, it is hard to predict the patient’s

actual breathing mode if the breathing patterns at the chest and belly are similar. This is because by observing

these similar breathing patterns with a depth camera, it is almost impossible to identify which part, the chest

or belly, is actually contributing to breathing and which part is just compensation. Secondly, measuring lung

volume without calibration is challenging. This is because the relationship between lung volume and torso surface

dynamics differs for every subject due to various human factors such as age, gender, and health status. Thirdly,
it is hard to estimate the breathing mode and lung volume with the interference of involuntary MAs, where

MA-induced distance changes can easily overwhelm the one caused by breathing-induced torso surface dynamics.

To overcome the above challenges, we present DeepBreath, the first depth camera-based breathing exercise

assessment system that can practically measure breathing mode and lung volume for pulmonary patients.

Specifically, we have the following designs to solve the above challenges. Firstly, we observe that all the

previous works regard breathing mode and lung volume as two independent measurements and estimate them

separately. However, these two measurements are actually correlated with each other. For example, even though

the breathing patterns at the chest and belly can have indistinguishable amplitudes at a certain breathing mode,

the true breathing region (belly or chest) is always more correlated to the actual lung volume, as shown in

Figures 1(c)-1(d). Therefore, to overcome the challenge of predicting one’s breathing mode under similar chest

and belly heaving amplitude, we can take the current lung volume as prior knowledge to assist in deciding the

current breathing mode. In light of this, we design a multitask learning (MTL) framework to let breathing mode

classification and lung volume estimation work cooperatively, where the breathing mode classifier can leverage

lung volume information from its counterpart. Secondly, to enable calibration-free lung volume estimation, we

use a data-driven approach and design a powerful UNet-based [51] lung volume regressor to achieve one-model-

fit-all lung volume estimation. Also, to let the model consider human factors when predicting lung volume, we

design a lightweight segmentation model to segment the human silhouette from the raw depth image and feed the

segmented image to the lung volume regressor. The segmented silhouette implicitly encodes human factors such

as weight, height, etc. Notably, when designing the segmentation model, we distill the segmentation power from

a large, RGB image-based segmentation model - Segment Anything [34] - to our small and depth image-based

model to achieve accurate and fast segmentation. Thirdly, to solve the challenge of involuntary MAs, we design
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a temporal-aware depth image processing algorithm to compensate for involuntary body motions based on an

observation that involuntary MAs are mostly slower than breathing.

We collaborate with a medical center to evaluate the performance of DeepBreath. We recruit 36 subjects (26

males, 10 females), including 14 mild to moderate COPD patients (11 males, 3 females) in the experiments. The

evaluation with leave-one-subject-out (LOSO) cross-validation shows that DeepBreath can achieve an accurate

breathing exercise assessment with a mean breathing mode classification F1-score of 0.92, a mean absolute lung

volume error of 0.09L, and a mean breathing rate error of 0.09 BPM.

We summarize the main contributions of this work as follows. First, we propose DeepBreath, the first depth

camera-based solution to practically measure breathing mode and lung volume for pulmonary disease patients,

with no impractical assumptions such as consistent chest/belly breathing pattern, per-user calibration, no clothing,

and no involuntary body motion. Secondly, we propose a series of techniques that overcome the limitations faced

by previous works, including an MTL framework to bypass the complex breathing patterns when predicting

breathing mode, a novel UNet-based model to achieve one-model-fit-all lung volume regression, a lightweight,

depth image-based human silhouette segmentation model with knowledge distilled from a state-of-the-art large

model, a temporal-aware depth image processing algorithm to compensate for the involuntary motion artifacts.

Lastly, we collaborate with a medical center to evaluate DeepBreath. The result shows that DeepBreath can

accurately estimate the two breathing metrics - breathing mode and lung volume - with low delay.

2 Background
Before we dive into the details of our system design, we first discuss the general background of this research. In

this section, we first briefly introduce the background of breathing exercises from a medical perspective. Then,

we discuss the reason why depth cameras can be leveraged to sense breathing and other human activities.

2.1 Breathing Exercise Assessment
Breathing exercises improve patients’ respiratory capacity, strengthen their breathing muscles, and enhance

their overall quality of life [31]. Typically, pulmonary therapists guide patients to engage in slow and deep belly

breathing. During the exercise, patients are instructed to place their hands on their chest and belly for "tactile

stimulation" [52]. Also, a common clinical practice requires the patients to sit upright with no back support. In

this way, the patients must support the weight of their upper body on their own. This is to help the patient better

train the respiratory muscles as well as other muscles associated with breathing. The ideal breathing technique is

belly breathing, involving slow inhalation, allowing the belly to expand while keeping the chest still. Exhalation

is performed by gradually contracting the belly [18]. During belly breathing, it can be observed that the hand

placed on the belly exhibits regular upward and downward movements synchronized with the breathing cycle,

while the hand placed on the chest remains relatively still [71]. Also, therapists would suggest the patient inhale

maximally to reach their inspiratory capacity (IC) to better train the inspiratory muscles.

However, individuals with COPDmay have rather complex and abnormal breathing patterns due to limited lung

function and lack of practice, where engaging in chest or belly breathing may unintendedly cause the motions

of its counterpart. In this case, observing the chest and belly moving amplitude is not enough for therapists

to decide the current breathing mode. Instead, they also need to consider the lung volume, more specifically,

inhalation or exhalation, to see which of these moving patterns truly contribute to breathing to identify the true

breathing mode, as shown in Figures 1(c)-1(d).

2.2 Potentials of Depth Camera for Human Sensing
Depth cameras have gained significant popularity in healthcare research [10]. With advancements in hardware

technology, depth cameras are capable of providing increasingly accurate depth measurements. Microsoft Azure
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Fig. 2. DeepBreath overview.

Kinect [3], released in 2020, exhibits a system error of less than 2𝑚𝑚 within a 2-meter sensing range [36, 62].

The Azure Kinect is based on the Continuous Wave Time-of-Flight (CW ToF) technology. The CW ToF imaging

system stands out for its remarkable mechanical robustness, high resolution, and low computational costs. In

this technology, the light emitted from a modulated light source scatters upon encountering objects within the

camera’s field of view. By measuring the phase delay of the amplitude envelope between the emitted and reflected

light, distance values are obtained for each pixel in the imaging array [41]. As a result of this mechanism, CW

ToF technology achieves exceptional precision, making it well-suited for capturing subtle physiological changes

and body dynamics.

3 System Design
This section elaborates on the software design of DeepBreath. The design contains three modules that operate

sequentially - a depth image segmentation module, a motion artifact compensation module, and an MTL-based

breathing assessment module. The system diagram of DeepBreath is shown in Figure 2. In the depth image

segmentation module, we use a knowledge distillation method to design an accurate and lightweight segmentation

model that discards the background of a depth image and only preserves the human subject’s silhouette. In the

motion artifact compensation module, we design a temporal-aware depth image processing algorithm to cancel

out the influence of involuntary body motions. In the MTL-based breathing assessment module, we design an MTL

framework to fully leverage the underlying correlation between the measurements of breathing mode and lung

volume and measure these two concurrently. This design boosts the accuracy of breathing mode classification.

The MTL framework consists of a shared feature extractor, a breathing mode classifier, and a novel UNet-based

lung volume regressor to achieve calibration-free lung volume measurement. Note that the original depth image

stream from the camera has a dimension of 576 × 640 and a frame rate of 15 fps. We resize it to 128 × 128 to
reduce the model size, and we downsample it to 3 fps because it is enough to capture breathing, which usually

has a frequency of no more than 0.5 Hz.

3.1 Depth Image Segmentation
The human subject in the captured depth image is mixed with the background, and it can be at any location in

the depth image due to different sitting positions. Therefore, we first design a segmentation method to segment

the human subject from the depth image. This would also benefit the subsequent breathing measurement tasks

because the segmented human silhouette implicitly encodes human factors such as height and weight, which

could be considered in measuring breathing metrics. However, the state-of-the-art segmentation models, e.g.,
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137:6 • Xie and Xu et al.

C
on
v2
dB
N
Po
ol

(1
,6
4,
7,
2,
3)

R
es
B
lo
ck

(6
4,
12
8,
3,
2,
1)

R
es
B
lo
ck

(6
4,
64
,3
,1
,1
)

U
ps
am
pl
e

(1
28
,6
4,
3,
2,
1)

U
ps
am
pl
e

(1
28
,1
28
,3
,2
,1
)

Customized segmentator

Conv

Mask decoder

Prompt decoder

Mask Prompt
SAM

MSE loss
Transformed
RGB image

Depth image Mask prediction

Mask Label

Pretrained

Vision

Model

Conv
BN
ReLU
Conv
BN

Conv
BN
ReLU
Conv
BN

Conv
BN

Re
sB
lo
ck

Raw RGB image

ConvT
BN
ReLU
Drop

U
ps
am
pl
e

C
on
v2
d
×
2

(6
4,
64
,3
,1
,1
)

C
on
v2
d

(6
4,
1,
1,
1,
0)

Fig. 3. SAM-supervised segmentator training.

Segment Anything Model (SAM) [34], are extremely large and run slowly on consumer-level computers. This

is unsuitable for our task since the patients expect timely feedback. Also, most existing image segmentation

methods are designed for RGB images, while in DeepBreath, we are dealing with depth images. In this module, we

apply a SAM-supervised training scheme that leverages the power of SAM to train our lightweight, customized

segmentation model that can segment a human subject from depth images. This design achieves a high-accuracy

segmentation with a much faster processing speed, as discussed in Section 5.2.4. The scheme is shown in Figure 3.

For more details on SAM, please refer to [34].

We configure our depth camera to take RGB and depth images simultaneously. Note that this is just for training

the segmentator in the training phase. During the inference phase, DeepBreath only requires depth images. Due

to the different perspective angles of the depth and RGB cameras, we first apply a perspective transformation

to align the RGB images with the depth images. Then, the transformed RGB image is fed to SAM to generate

the RGB-based mask. The produced mask at this stage will be leveraged as the ground truth for training the

customized model.

The customized segmentation model adopts an autoencoder structure with only two downsampling blocks

and two upsampling blocks. To further ease the training burden, we directly leveraged the pre-trained ResNet-18

[30] blocks as the encoder to reduce the training burden. The decoder contains two upsampling blocks in which

a transposed convolution layer is used for upsampling.

In the inference stage, the system takes the depth image as the input and outputs the corresponding image

mask. The mask is then multiplied with the depth image to extract only measurements on the human subject.

After segmentation, we align the image so that the segmented human subject is in the middle of the image and

crop the image on the x-axis so that the image has a dimension of 128 × 80 to discard irrelevant information.

Notably, this dimension is an empirical pick that can cover the size of all the subjects in our dataset.

3.2 Motion Artifact Compensation
As discussed in Section 2.1, a patient is suggested to sit in a backless chair when conducting breathing exercises.

This way, the patient may move the upper body unconsciously. This could easily overwhelm the distance readings

of the depth images since bodymotions are much larger than breathing-induced distance changes. As we will show

in Section 5.4, leaving these body motions in the data could largely harm the system’s performance. Therefore,

unconscious body motions - involuntary motion artifacts (MAs) - must be removed from the captured depth

images before passing the depth images to the following breathing metrics estimation modules. Fortunately, we

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 3, Article 137. Publication date: September 2024.
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Fig. 4. MA compensation. The four curves represent four different distance readings in the red box.

Algorithm 1:Motion Artifacts Removal

Input:𝑀 : Stacked depth images with size 𝑁×𝑊×𝐻 ; 𝜔 : window size for averaging; 𝑏: number of samples in a batch. 𝛼 :

factor to compute the threshold.

Output:𝑀 : The stacked images after motion artifacts removal.

1 𝑀𝐴 ← zeros(𝑁 ,𝑊 , 𝐻 ) // Store the averaged depth images.

2 𝐹 ← ones(𝑁 ,𝑊 , 𝐻 ) // Store the flag bits for which locations need to be discarded.

3 for 𝑛 = 1 to 𝑁 do
4 𝑣 ← median(∥𝑀 [𝑛] −𝑀 [𝑏·⌊𝑛/𝑏⌋]∥) // Estimate the median variation (zeros are ignored).

5 𝑤,ℎ ← argwhere(∥𝑀 [𝑛] −𝑀 [𝑏·⌊𝑛/𝑏⌋]∥ > 𝛼 · 𝑣) // Locate the outliers.

6 𝐹 [𝑛 − 𝜔/2 : 𝑛 + 𝜔/2,𝑤, ℎ] ← 0 // Update the flag table.

7 end
8 for 𝑛 = 1 to 𝑁 do
9 𝑀𝐴 [𝑛] ← average(𝑀 [𝑛], 𝜔) // Average a frame by with its neighbors.

10 end
11 𝑀 ← (𝑀 −𝑀𝐴) · 𝐹 // Subtract the averaged values to cancel motion artifacts.

observe that these MAs are generally slower than breathing. This allows us to design a temporal-aware depth

image processing algorithm to remove MAs effectively. The core idea is to track the distance measurement on

each pixel and compensate the MA for that pixel by subtracting the running mean of the distance readings of

this pixel.

The algorithm takes a series of depth images as the input. An example of one depth image frame with some of

its pixel readings is shown in Figure 4(a). Evidently, the breathing signal is mixed with body motions. After the

compensation algorithm, as shown in Figure 4(b), the MA is removed while the breathing pattern is preserved.

Notably, the algorithm constantly faces a situation where when a subject’s body moves, some pixels’ readings

will be interrupted since the subject moves out of its region. This could be resumed after the subject returns to

where they were. In this case, the pixel’s reading should be discarded when the subject is absent. Otherwise,

after subtracting the running mean, the result will contain large outliers that may jeopardize the following

deep learning models. Therefore, we introduce a validity check mechanism for the readings of each pixel. The

algorithm divides the input image sequence into batches, and it takes the first frame of each batch as the template.

Then, the algorithm compares a frame to its closest template prior to it. If the pixel reading of the current frame

is too different from that of the template, meaning the subject moves, the pixel at this frame will be considered

an outlier and will be set to zero on the output. The threshold for determining outliers is computed dynamically

based on the median of the difference of a frame and the template, with a scaling factor 𝛼 = 20. Each batch
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Fig. 6. Examples of the extracted features.

contains 5 seconds of depth images. The window size used to compute the mean values is 20 seconds because our

empirical study shows that this time is sufficient to compute MAs. The algorithm is summarized in Algorithm 1.

3.3 MTL-based Breathing Assessment
As we discussed in Section 1, patients can have complex and indistinguishable heaving patterns on the chest

and belly regardless of the breathing modes, which makes it hard for us to classify the correct breathing mode.

To overcome this challenge, we observe that knowing the current lung volume as prior knowledge can help

to decide the breathing mode (Figure 1). Therefore, DeepBreath considers breathing mode and lung volume to

be two correlated measurements, while in previous works, these two measurements were estimated separately.

Specifically, we use an MTL framework to boost the performance of breathing mode prediction, where the

knowledge of lung volume is considered when predicting the breathing mode. In addition, to achieve calibration-

free lung volume estimation, we designed a novel UNet-based [51] regression model to achieve one-model-fit-all

lung volume regression.

The architecture of the MTL model consists of three models. First, a shared feature extractor powered by

ResNet [30] and Convolutional Block Attention Module (CBAM) [66] is used for extracting features from depth

images. A separate UNet-based model is used for lung volume regression and a separate Gate Recurrent Unit

(GRU) model is used for breathing mode classification. The input of this module is 20-second depth images, which

have a dimension of 60 × 128 × 80. The following sections discuss the design of these models in detail.

3.3.1 Depth Feature Extraction. A depth image after MA compensation is first fed to the feature extractor for

representation learning. The architecture of the feature extractor is represented in Figure 5. The backbone of this

model is consecutive residual convolution layers, which have long proven to be effective in extracting image-like

features. However, one characteristic of our depth image is sparsity. As shown in Figure 4(b), more than half of

the pixels are zeros resulting from the segmentator. In order to let our model focus more on important features

rather than meaningless noise, we introduce a CBAMmodel to each residual block. The CBAMmodel first applies

maximum and average pooling on the spatial domain to compute channel features and derives the channel-wise

attention using convolution layers. Similarly, spatial-wise features can be derived by taking the maximum and

mean values on the channel domain, and the spatial-wise attention is computed using convolution layers. Using

the CBAM structure, our feature extractor concentrates more on the essential features in the depth image.

The feature extracted by this model has a dimension of 60 × 64 × 8 × 5, where 60 is the sequence length (20

seconds under 3 fps) and 64 is the channel dimension. We apply an additional adaptive average pooling layer so
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Fig. 7. Lung volume regressor.

that the final output of this model is 60 × 64. The feature output of this model is used for lung volume regression

and breathing mode classification. Examples of the extracted features, together with the actual lung volume and

breathing mode, are shown in Figure 6. Note that the original feature has 64 channels. Here, we only show the

first 20 channels for clarity.

3.3.2 Lung Volume Regression. We use a UNet-based [51] model for lung volume regression. The architecture

of the regressor is shown in Figure 7, which consists of an encoder part and a decoder part. The encoder and

decoder are connected with skip connections as it does with classic UNet. The encoder takes the extracted feature

as the input and further encodes it with convolution operations. Since the input feature is two-dimensional, the

encoder has a classic 2D convolution-based architecture where each block contains two consecutive convolution

layers and ends with a maximal pooling layer with a stride of 2 for dimension reduction.

The architecture of the decoder part is mostly symmetric with the encoder. However, since the target output is

the lung volume signal - a 1D time series, we adjust the decoder part to align with this 1D structure. Therefore,

the convolutions used in the decoder are all 1D convolutions. Specifically, in each decoder block, a transposed

convolution with a stride of 2 is first leveraged to upsample the encoded feature, followed by two convolutions

for signal reconstruction. After the decoder, we apply an additional convolution layer with a kernel size of 1 × 1
to summarize the reconstructed feature and predict lung volume. Between the encoder and the decoder, we use

an adaptive average pooling layer to compress the 2D encoded feature into 1D. This pooling layer is applied

both for the encoder output and the skip connections. The feature encoded by the encoder has a dimension of

256 × 4 × 3, and it becomes 256 × 3 after the adaptive pooling layer. The final output of the decoder is 1 × 60.

3.3.3 Breathing Mode Classification. Similar to the lung volume regressor, the breathing mode classifier also takes

the feature extracted by the feature extractor as the input. We employ a GRU for breathing mode classification

for its ability to process temporal data. We feed the features from the feature extractor to the GRU and use a fully

connected layer with one output unit to process the output of the last GRU unit. Finally, we use a Sigmoid layer

for classification. The hidden layer of the GRU has 32 units.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 3, Article 137. Publication date: September 2024.



137:10 • Xie and Xu et al.

3.3.4 Multitask Learning. As we discussed previously, we use the MTL scheme to predict lung volume and

breathing mode simultaneously for an observation that these two metrics are correlated with each other, and

predicting them cooperatively can boost the accuracy. We train the entire network in an end-to-end fashion,

where the inputs are the segmented depth images, and the labels are the ground truth lung volume and the actual

breathing mode.

However, these two tasks have different complexities. When training the MTL network, we find that the

breathing mode predictor converges fast while the lung volume is hard to converge. This is because learning to

regress lung volume is harder since its label is a sequence with values of large variances, while breathing mode

prediction is relatively easy with binary labels. Therefore, the learning progress of these two should be balanced

in case the model overfits one of these two tasks. In light of this, we use different learning rates for parameters of

different models, and we apply different weights to the loss function to balance the convergence speed of the

two tasks. Specifically, we use the L1 loss (L1) to train the volume regressor and the BCE loss (L2) to train the

breathing mode predictor. The final loss function is weighted as L = L1 + 𝛼 · L2, where 𝛼 is set to 0.1 as an

empirical pick. In terms of the learning rate, we use a learning rate of 1𝑒−3 for the feature extractor and lung

volume regressor and 1𝑒−4 for the breathing mode predictor.

Because of the MTL scheme, the features extracted from the feature extractor contain information on both

lung volume and breathing mode. As shown in Figure 6, the features are highly correlated to the volume value. In

the meantime, the features exhibit different characteristics for different breathing modes, even if the lung volume

values are similar.

It is worth noting that the system will experience a cold start in the first 20 seconds after the system starts to

run, as the models need to take 20-second depth images to give the predictions of the current state. After that,

the models can give timely predictions. This waiting time can be reduced by using models with 5-second and

10-second windows at first and then gradually switching to the standard, 20-second window model after the

system runs for 20 seconds. Notably, as we will discuss in Section 5.4.4, using a shorter window will degrade

DeepBreath’s performance. Even so, considering a normal breathing exercise session can take more than 10

minutes, errors in the first 20 seconds can be neglected. In our implementation, this 20-second window size

is selected because this can cover at least one breathing cycle after examining our dataset, with the longest

breathing cycle being 17𝑠 .

4 Implementation
We develop DeepBreath on Microsoft Azure Kinect [3]. We connect the Kinect camera to a laptop running

Windows 11. The depth and RGB image collection system is built with LiveScan3d [35]. The collection system

concurrently captures depth and RGB images, together with their timestamps. The timestamps are later used to

synchronize with the spirometer data. The Kinect is configured with an "NFOV unbinned" hardware mode where

the field of view of the depth camera is 75
◦ × 65◦, the raw depth image has a resolution of 640× 576, and the frame

rate is 15 fps. The software system is developed with Python 3.8. The deep learning models are implemented

with Pytorch 1.12 and trained with an AdamW [42] optimizer. The batch size used for training all four models is

32, and all models are trained with 100 epochs on the Google Colab platform with an NVIDIA Tesla V100 GPU.

5 Evaluation
In this section, we evaluate the performance of DeepBreath. First, we introduce our data collection protocol and

experimental setting, followed by the definition of measurement metrics. Then, we conduct several experiments to

demonstrate the sensing accuracy, efficiency and robustness of DeepBreath. Additionally, to show the effectiveness

of our core designs, we introduce a series of ablation studies. Unless otherwise specified, we use the leave-

one-subject-out (LOSO) cross-validation to present the results. For evaluations related to processing time, the
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(a) Depth camera setup. (b) Experiment room. (c) Subject in a session.

Fig. 8. Data collection setup.

experiments are conducted on a PC with a 12th Gen Intel(R) Core(TM) i5-12400F CPU and an NVIDIA GeForce

RTX 4060 Ti GPU.

5.1 Evaluation Setup
In this section, we introduce the experimental setup of our evaluations. We first discuss the data collection

settings and protocols of the experiments. Then, we introduce a series of metrics that we will use to evaluate

DeepBreath’s performance.

5.1.1 Data Collection. We collaborate with a medical center and recruit 22 healthy subjects and 14 COPD patients

to participate in our experiments. The patients are all diagnosed with mild to moderate COPD by the doctors.

All subjects have received written informed consent. Each participant receives 100 CNY
1
compensation for the

experiment. The experiment is approved by our institution’s IRB
2
, and the data collection process is supervised

by doctors and therapists. The demography of the participants is shown in Table 1 and Figure 9, where BMI
(Body Mass Index) is commonly used as an indicator of body fat, FVC (Forced Vital Capacity) indicates the overall

lung capacity, and FEV1 (Forced Expiratory Volume during the first second) is an important metric about the

presence and severity of obstructive lung diseases [7]. A reduced FEV1/FVC ratio indicates airway obstruction

[26]. In the experiments, all subjects wear a shirt or T-shirt by default.

The data collection takes place in a rehabilitation center with an area of around 12𝑚2
. After informed consent,

an introduction to the experiment, and a tutorial on belly breathing, the subject is asked to sit in front of a depth

camera with a distance of around 1.5𝑚 and practice breathing exercises with hands placed on chest and belly as

discussed in Section 2.1. Meanwhile, the subject also wears a plastic mask, which is connected to a spirometer

(ADInstruments, New Zealand [6]) for ground truth lung volume measurement. Note that we let the subject sit

on a backless chair, which is more beneficial for the patient to practice breathing but would introduce serious

involuntary MAs as discussed in Section 2.1. The depth camera system and the spirometer are synchronized with

the Internet timestamp. The data collection setup is shown in Figure 8.

There are two 10-minute data collection sessions for each subject. The first one is for chest breathing, and the

second one is for belly breathing. For those subjects that cannot complete the entire 10-minute session, we split

the 10-minute session into two 5-minute sub-sessions. By default, the breathing mode of the collected data is

labeled as the designated one of that session. However, we found that some patients may fail to maintain the

designated breathing mode due to fatigue or lack of practice. Therefore, we manually modified the label of the

1
Around 13.4 USD (1 CNY ≈ 0.14 USD).

2
The Hong Kong University of Science and Technology HREP-2023-0350
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Table 1. Demographics of the subjects

Stats COPD Healthy

Population 14 22

Age (years) 63.23 (6.26) 22.36 (1.29)

# of female 3 7

Height (cm) 162.91 (8.73) 173.01 (7.16)

Weight (kg) 63.40 (10.81) 65.27 (9.54)

BMI (kg/m
2
) 23.91 (3.69) 21.72 (2.38)

FEV1 (L) 1.30 (0.81) /

FEV1/FVC 0.49 (0.14) /

Format: mean (standard deviation)
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Fig. 9. Breakdown of demographics.

mistaken periods. This case only happens in two of the subjects. During the data collection, the subjects are free

to withdraw at any time. In total, we have collected around 10.5 hours of data, among which 3.5 hours are from

the patients. The raw depth camera and spirometer data are resampled to 3 Hz for further model training and

evaluation.

5.1.2 Performance Metrics. We evaluate DeepBreath’s performance with the following metrics. These metrics

are comprehensive and represent different aspects of DeepBreath’s performance.

• Breathing rate (BR). We compute breathing rate as the number of breathing cycles in one minute (beat-

per-minute, BPM). One breathing cycle is identified by locating the peak of the lung volume curve. We use

mean absolute BPM error to evaluate DeepBreath’s breathing rate estimation performance.

• Breathing mode classification (BMC). We use precision, recall, and F1-score to evaluate DeepBreath’s

performance on breathing mode classification. These metrics are defined as follows:

Precision =
TP

TP + FP , Recall =
TP

TN + FN , F1-score = 2 · Precision × Recall
Precision + Recall ,

where a positive means chest breathing, and a negative means belly breathing.

• Lung Volume (LV). We use four metrics to measure the error between the predicted and actual lung

volume. (i) Correlation. We compute the Pearson correlation coefficient to measure the similarity between

the predicted lung volume curve and the actual one. (ii) MAE. we compute the mean absolute error (MAE)

to quantify the volume measurement error. (iii) IC MAE. As discussed in Section 2.1, breathing exercise

trainees are encouraged to take deep breaths so the inhaled air volume reaches their inspiratory capacity

(IC) value, where IC is defined as the maximal air one can breathe in after a normal exhalation [4]. Therefore,

it is important to evaluate DeepBreath’s ability to predict accurate IC values. (iv) IC MAE%. The percentage

error of IC is also usually used for evaluating the prediction error [32, 47]. The percentage error is computed

as the IC MAE divided by the actual IC value.

• System delay. We also compute the system delay as the time it takes for DeepBreath to update its prediction.

We separately evaluate the delay caused by each module in DeepBreath.

5.1.3 Baselines. To show the novelty of DeepBreath, we compare DeepBreath’s performance against other

baseline methods. We have implemented the following baselines for comparison.

• Soleimani et al. [58]. In this work, the authors design several signal-processing algorithms with calibration

to evaluate lung function from depth images. For each subject, they fit a linear model to transform depth

readings into lung volume measurements. They tested their method on 85 patients and achieved a high
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Table 2. Overall performance

Metric All COPD Healthy

Breathing rate error (BPM) 0.09 (0.14) 0.10 (0.07) 0.09 (0.16)

Breathing mode F1-score 0.92 (0.23) 0.82 (0.25) 0.96 (0.21)

Lung volume correlation 0.95 (0.05) 0.96 (0.04) 0.95 (0.05)

Lung volume MAE (L) 0.09 (0.05) 0.10 (0.04) 0.08 (0.05)

Lung volume IC MAE (L) 0.18 (0.15) 0.19 (0.17) 0.18 (0.15)

Lung volume IC MAE% 0.16 (0.12) 0.17 (0.13) 0.15 (0.11)

Format: mean (standard deviation)

correlation between the measurements from the proposed method and a spirometer. We implement their

algorithms and include a calibration-free version where we test the performance on one subject using the

linear model fitted from other subjects.

• Ostadabbas et al. [49]. This work proposes an automatic chest bounding algorithm and an airflow signal

calculation algorithm, which integrates the depth readings and computes the tidal volume. Similarly, they

assume the relationship between the depth readings and the airflow is constant for an individual and

construct a prediction model for each subject. This method was tested on 14 patients. Again, we implement

two versions of this baseline: one is a personalized model and the other is a calibration-free model where

data from other subjects are leveraged to construct the model for the target subject.

• DeepBreath without MTL. In this work, we use an MTL framework to boost the performance of breathing

measurements. We are interested in its performance if the lung volume regression and breath mode

classification tasks run separately. Therefore, we also include a baseline where the MTL framework is

deactivated to compare our MTL-based approach.

Note that for breathing mode estimation, we find there is limited research work to compare with except for

BreathMentor [23]. However, BreathMentor is an ultrasound-based method that is not suitable to serve as our

baseline. Therefore, we only include the without-MTL version of DeepBreath as our baseline to compare the

performance of breath mode classification.

5.2 Performance Study
In this section, we consider DeepBreath’s three modules as a whole and evaluate DeepBreath’s end-to-end

performance against the performance metrics discussed above.

5.2.1 Overall Performance. We run LOSO cross-validation on each subject. The overall performance is summa-

rized in Table 2. The mean breathing rate error is 0.09 BPM. This error is extremely low compared with other

noncontact solutions [9, 23, 64, 65, 68, 73]. This is reasonable since a depth camera can capture finer-grained

chest measurements than other modalities, and breathing exercises, the scenario we consider, involve larger

breathing amplitude than at rest. The F1-score of mode classification for healthy subjects is 0.96, which is a

comparable performance with BreathMentor [23] whose F1-score is 0.97. However, BreathMentor is only evalu-

ated on healthy subjects, while the performance on patients is unknown. On the contrary, DeepBreath can deal

with patients’ complex breathing patterns and shows a 0.82 F1-score in breathing mode classification. For lung

volume regression, the mean correlation coefficient between the estimated one and the ground truth is 0.95, the

lung volume MAE is 0.09L, the mean IC prediction error is 0.18L, and the mean IC percentage error is 0.16. In

addition, considering most of the previous work adopts a per-subject calibration approach, we also implement a

calibration-based version for DeepBreath as a comparison to the baseline methods. We use a subject’s first 60%
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Table 3. Baseline comparison.

Baselines Soleimani et al.
[58]

Ostadabbas et al.
[49]

DeepBreath

w/o MTL

DeepBreath

Calibration w/ w/o w/ w/o w/ w/o w/ w/o

Lung volume
MAE (L) ↓

0.12

(0.11)

0.17

(0.18)

0.13

(0.13)

0.42

(0.52)

0.05

(0.04)

0.09

(0.07)

0.04

(0.03)

0.09

(0.05)

Breath mode
F1-score ↑ - - - -

0.96

(0.16)

0.83

(0.19)

0.98

(0.03)

0.92

(0.24)

Format: mean (standard deviation)
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Fig. 10. Overall performance. (Subjects 1-14 are patients.)

data to train a personalized model and use the rest of the data for testing. In this case, DeepBreath can achieve

extremely high performance with 0.04 𝐿 error of lung volume estimation and 0.98 F1-score for breathing mode

classification.

Compared with the baseline methods, our method achieves a higher performance as shown in Table 3. For the

lung volume estimation, even if our method is calibration-free by default, we can achieve a lower error compared

with two of the calibration-based baselines, while these baselines work with larger errors without calibration.

For breathing mode classification, our method significantly improves the accuracy compared with the baseline

method, thanks to the MTL design.

5.2.2 Breathing Mode. As discussed in Section 1, breathing mode classification for patients can be very chal-

lenging because of their abnormal breathing patterns. However, by utilizing an MTL model, we can boost the

accuracy by letting the breathing mode predictor consider the information of the current lung volume. The

overall result is shown in Figure 10. In particular, the F1-score for patients and healthy subjects are 0.82 and 0.96.

We also present the precision, recall, and F1-score for each subject in Figure 10(d). Note that two of the subjects
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Fig. 11. Examples of lung volume estimation. (a)-(d) Patients. (e)-h) Healthy subjects.

(Subjects 3 and 20) do not have precision and F1-score because they withdraw from the experiments, leaving

only the chest breathing data. In Section 5.4, we will evaluate the performance gain of the MTL design in terms

of breathing mode classification.

5.2.3 Lung Volume. Lung volume is an important indicator of the quality of the breathing exercise. Here, we

evaluate DeepBreath’s lung volume regression accuracy with four metrics as discussed in Section 5.1.2. In general,

DeepBreath achieves very accurate lung volume tracking without calibration. Examples of the predicted lung

volume curve together with the ground truth one are shown in Figure 11. (i) Correlation. We compute the

correlation between the predicted lung volume curve and the actual one to measure DeepBreath’s ability to

capture the general shape of the lung volume pattern. As presented in Table 2, the overall correlation coefficient

is around 0.95, which indicates a fairly high similarity compared with the ground truth. This also can be observed

from the examples in Figure 11. (ii) Lung volume MAE. The mean absolute error (MAE) is the most direct

measurement of the prediction error. DeepBreath achieves a mean MAE of 0.09 𝐿 for all subjects, 0.1 𝐿 for patients,

and 0.08 𝐿 for healthy subjects. This result indicates that DeepBreath can track lung volume quantitatively quite

well. The box plots of lung volume MAE for every subject are shown in Figure 10(a). (iii) Inspiratory capacity
MAE. Doctors and therapists care much about whether the patient reaches their IC during breathing exercises,

which is a strong indicator of evaluating the patient’s lung function and breathing efforts. Therefore, we also

calculate the IC MAE as discussed in Section 5.1.2. DeepBreath achieves a mean IC MAE of 0.18 𝐿 for all subjects

and almost no difference between the healthy subjects and patients. Figure 10(b) shows the box plots of IC

MAE for every subject. Note that IC MAE is larger than the lung volume MAE. This is reasonable because IC

MAE measures the errors at the peaks and valleys of the lung volume curve prediction, and estimations on

these key points are much harder than the others. (iv) Inspiratory capacity MAE%. Lastly, we also present the

IC percentage MAE. The overall error is 0.16, where the patient population has a slightly higher error of 0.17

compared with 0.15 from the healthy population. The box plots of the percentage IC MAE for every subject are

shown in Figure 10(c).

5.2.4 Processing Delay. We also conduct experiments to see whether DeepBreath can support real-time operation.

We simulate the real-time operation by feeding our system with streams of random input and measure the delay

caused by each component accordingly. We assume a 1Hz refreshing rate in the simulation. Therefore, we feed

the segmentator with one second (3 frames) of data for each run. For the motion artifact compensation module
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Table 4. System delay.

Device SEG MAC MTL model Total

CPU 50.8𝑚𝑠 20.6𝑚𝑠

68.2𝑚𝑠

139.6𝑚𝑠EXT CLS REG
55.8𝑚𝑠 7.0𝑚𝑠 5.4𝑚𝑠

GPU 2.8𝑚𝑠 19.3𝑚𝑠

7.2𝑚𝑠

29.5𝑚𝑠EXT CLS REG
3.6𝑚𝑠 0.3𝑚𝑠 3.3𝑚𝑠

SEG: image segmentation. MAC: MA compensation. EXT: feature extractor.

CLS: breath mode classifier. REG: lung volume regressor.

and the breathing assessment module, we feed them 20 seconds (60 frames) of data for each run because these

modules require a 20-second input regardless of the refreshing rate. The simulation continues for 100 runs. Table 4

summarizes the result. This result indicates that with a CPU, the total time it takes for DeepBreath to give an

output is 139.6 ms, which shows the feasibility of a 1Hz refreshing rate. In addition, the delay can be reduced to

29.5 ms if DeepBreath is run on a GPU device. However, as discussed in Section 6, future work should consider

making the system real-time and evaluate the system delay thoroughly.

5.3 Robustness Study
This section provides an extra set of experiments to evaluate the robustness of DeepBreath under different

real-world conditions. Specifically, we conduct experiments with altered experimental parameters: (i) the depth

camera’s position, (ii) the subject’s orientation, (iii) the camera’s view angle, (iv) the subject’s clothing, (v) the

subject’s voluntary motions, and (vi) subject’s posture. We recruit three healthy subjects to participate in the

experiments. We ask these subjects to conduct breathing exercises under different conditions where each subject

performs three-minute chest and belly breathing. We use the model trained in Section 5.2 to give breathing

metrics estimations under these conditions in the LOSO manner.

5.3.1 Impact of Distance. In the above evaluations, the default distance between the subject and the camera is

about 1.5𝑚. In this section, we change this distance to 0.5𝑚, 1𝑚, 2𝑚, and 2.5𝑚, as shown in Figure 13(a), to

test the system performance. We compute DeepBreath’s performance in lung volume regression and breathing

mode classification under these conditions, and the results are shown in Figure 12. From this result, we can see

that DeepBreath can operate with high accuracy within the range of 1𝑚 to 1.5𝑚. However, if the subject sits

too close to or far from the camera, the performance drops a little. Even so, we believe a proper mechanism can

be designed to prevent the user from sitting in such extreme proximity. This is because, after segmentation, we

can easily obtain the user’s sitting distance by directly analyzing the depth images. In this case, the system can

suggest the user adjust the position if a too close or far away distance is detected.

5.3.2 Impact of Subject’s Orientation. During the data collection process, we found that although we explicitly

instructed the participants to sit right in front of the depth camera, some participants may unconsciously adjust

their orientation before or during the experiments. Therefore, DeepBreath needs to tolerate this orientation shift.

We define the orientation of the subject as the angle between their facing direction and the middle of the depth

camera’s field of view. In this section, we vary the orientation of the subject so that he/she is 15
◦
, 30
◦
, and 45

◦

with respect to the camera, as shown in Figure 13(b). Without the loss of generality, we assume the orientation

leans towards the right-hand side of the subject. The result in Figure 12 indicates that DeepBreath can operate

with high accuracy with orientation within 30
◦
(60
◦
if both sides are considered) with respect to the camera.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 3, Article 137. Publication date: September 2024.



DeepBreath: Breathing Exercise Assessment with a Depth Camera • 137:17

	�	
	�

	��
	��
	�
	��

�%
")

#
��

�
�

��
��

� �)$��*%")#��&��&�'' %$

'(�$��&� �	 
		 �		 ��	 
� �	 � 
� �	 # "� (� �! �%�,
�������$�

�&#��� &
" ���%+$

	�	
	��
	�
	��
	��

�	

�

�'

�%
&�

�&��(� $��#%����"�'' � ��( %$

Distance (cm) Subject orientation (°) Camera view (°)
Clothing Voluntary motion Posture

Fig. 12. Robustness study.
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Fig. 13. Robustness study - camera position.

5.3.3 Impact of Camera’s View Angle. It is important to consider the case when the subject does not sit right in

the middle of the camera’s field of view. Therefore, we adjust the camera’s view angle so that the subject sits

at 15
◦
and 30

◦
with respect to the middle of the camera’s field of view while keeping the subject’s orientation

unchanged. The setup for this experiment is shown in Figure 13(c). Without the loss of generality, we adjust the

camera’s location to the right-hand side of the subject. Note that because the single-side field-of-view under our

hardware configuration is 37.5◦ as discussed in Section 4, when the camera has a 30
◦
view angle with respect to

the subject, the subject will be located at the edge of the captured depth image. Therefore, we do not introduce

more view angle variations. The result shown in Figure 12 indicates DeepBreath can work with high accuracy

with a view angle within 15
◦
(30
◦
if both sides are considered). When the view angle increases to 30

◦
, we see a

little performance drop. This is reasonable since, in these cases, some parts of the human body may be out of the

image and this can jeopardize the performance of both the segmentator and the breathing measurement models.

5.3.4 Impact of Clothing. By default, all the subjects wear a single-layer shirt or T-shirt during the experiments.

In this evaluation, we test DeepBreath’s performance when the user wears clothes of different thicknesses. We

let the subjects wear clothes with three different levels of thickness, including (i) thin clothing, where the subject

wears a T-shirt; (ii) mild clothing, where the subject wears a T-shirt and a hoody; and (iii) thick clothing, where

the subject wears a T-shirt, a hoody, and a jacket. The clothes used in this evaluation are shown in Figure 14. The

result in Figure 12 shows that compared with only a T-shirt, wearing a thicker cloth slightly increases the errors in
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(a) A T-shirt. (b) A hoody. (c) A jacket.

Fig. 14. Robustness study - clothing.

Depth camera

Fig. 15. Robustness study - lying down.

lung volume estimation, but the estimations are still accurate with MAE less than 0.1 𝐿. This result demonstrates

DeepBreath’s robustness when facing different clothing. We believe this is because a typical breathing exercise

requires the subject to place their hands on the chest and belly, and this action ensures firm contact between the

body and the cloth so that the chest vibration patterns can be captured by the camera regardless of the clothing.

5.3.5 Impact of Voluntary Motions. As discussed in previous sections, we use an MA-compensation algorithm to

cancel out the influences caused by involuntary body motions. In addition, we are also interested in DeepBreath’s

robustness in facing voluntary motions, which are much larger and more random than involuntary ones. We

include this evaluation to test DeepBreath’s limit in tolerating bodymotions. Specifically, we have two experiments

with different types of voluntary motions, including (i) body motions, where the subject deliberately swings their

body back-and-forth or left-to-right, and (ii) head and hand motions, where the subject randomly swings their

head and hands voluntarily. The results are shown in Figure 12. Compared with normal involuntary motions,

the lung volume estimation under these two cases has a larger error of around 0.12 𝐿. This result indicates that

large voluntary motions will introduce large errors in lung volume estimation, and users of DeepBreath should

try not to move their bodies deliberately. Even though lung volume estimation is affected by large voluntary

body motions, the breathing mode classification performance still maintains a high accuracy with an around 0.88

F1-score under these two cases.

5.3.6 Impact of Body Posture. The default posture for breathing exercises in this research is sitting in a chair

without back support. This posture is, as discussed in Section 2.1, optimal for breathing exercises. However, in

practical use, the users may not strictly follow this recommendation and may have other preferred postures. In

this evaluation, we test DeepBreath’s robustness in facing different body postures. We introduce the following

common body postures: (i) the subject sits comfortably in an armchair, and (ii) the subject lies down on a yoga

mat. Notably, in the second case, we configured the depth camera to face downward and be around 1.5 meter

above the ground, as shown in Figure 15. The results are presented in Figure 12. When the subject sits in an

armchair, the performance of lung volume estimation degrades a little bit. We hypothesize that this is because

when sitting in an armchair, the subject’s body inclines due to relaxation, and this will increase errors in volume

estimation. Even such, the error is still very low with MAE less than 0.1𝐿. Regarding the subject lying down on a

mat, the performance degrades further with lung volume MAE around 0.1 𝐿 and breathing mode classification

F1-score of 0.87. This is because the estimation models have only seen sitting postures in the training set and

may not generalize well to other postures. We believe increasing the training dataset diversity could effectively

boost the performance of other postures like lying down.
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5.4 Technical Effectiveness Study
In this section, we study the effectiveness of each technical design in DeepBreath. We systematically change or

remove some parts of the architecture, train our deep-learning models again and test the performance on the new

models. In this evaluation, both the full model and its variations are validated using five-fold cross-validation.

The results are shown in Figure 16.

5.4.1 Benefits of Multitasking. We split the MTL model into two separate models, a lung volume regressor and a

mode classifier, and train and test them separately. Specifically, for the lung volume regression, we connect the

UNet-based regressor directly to the feature extractor, and a similar setup also applies to the breathing mode

classifier. Notably, we observe that the performance drops sharply once we split the mode classification model

from the MTL framework without modification. This is probably because the original network parameters are

tuned to best fitting the MTL scheme. For fairness, we further optimize the mode classification model. Specifically,

we reduce the size of the feature extractor from four layers to three layers, and we add an additional max pooling

layer after the GRU. As Figure 16 shows, although the MTL framework seems to have little enhancement for

lung volume regression, the task of breathing mode classification benefits a lot from it. By leveraging the MTL

framework, we see an around 10% F1-score gain for all subjects. The gains for the patients and healthy subjects

are 11% and 9%, respectively.

5.4.2 Benefits of Segmentation. Next, we test the system performance with and without body shape segmentation.

The result is shown in the third and fifth columns in Figure 16. To summarize, introducing the segmentation

module helps reduce the lung function regression error by 10%, and the overall breathing mode classification

F1-score is increased from 0.85 to 0.89. In addition, we implement a vanilla segmentation algorithm and compare

its performance with our segmentation model. This segmentation algorithm segments a depth image through

thresholding. It first sets the distance reading at the middle of an image as the baseline distance, assuming the

subject is located in the middle of the image. Then, it discards the pixels whose distance reading is 50 𝑐𝑚 away

from the baseline. The result shows this segmentation method achieves an F1-score of 0.86 which is similar with

no segmentation at all. We believe this is because a pure thresholding-based algorithm cannot cope with subjects

with various shapes and the influence of environmental objects, while our segmentation model can segment the

subject accurately.

5.4.3 Benefits of Motion Artifact Compensation. As we mention in Section 3.2, involuntary MA is one of the

factors affecting the quality of both mode classification and lung volume regression. Hence, in this section, we

compare the accuracy of lung volume prediction with and without MA compensation. The results are presented

in columns four and five in Figure 16. Based on these comparisons, we can conclude that our MA compensation

algorithm significantly improves the system’s performance. For breathing mode classification, the model almost

cannot work once we drop the MA compensation module. Similarly, lung volume prediction can have large errors

without MA compensation.

5.4.4 Impact of Prediction Window Size. As discussed in Section 3.3.4, in addition to the standard 20-second

window model, DeepBreath leverages models with 5-second and 10-second windows at the very beginning of a

session to reduce the cold start time. However, due to the fact that one cycle of human breathing can take more

than 10 seconds, a shorter window may not be sufficient to cover an entire breathing cycle. In particular, the

longest breathing cycle logged in our dataset is around 17𝑠 , from subject 20. Therefore, the performance will be

affected if a shorter window is utilized. Here, we compare the performance when a 5-second, 10-second, and

30-second window is used, respectively. The results are shown in the last three columns in Figure 16. Compared

with the standard 20-second window, the performance drops when shorter windows are used, especially for the

performance of breathing mode classification. We believe this is because it is hard for the model to identify the
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Fig. 16. Technical effectiveness study. (SEG: image segmenta-
tion. MAC: motion artifact compensation.)
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Fig. 17. Demographic study.

correct breathing mode if it does not see a full breathing cycle. Notably, the performance improves a little when a

30-second window is used. While this improvement is not significant, we believe a 20-second window can well

balance the trade-off between the cold start time and the performance.

5.5 Demographic Study
The demographics of our subjects are shown in Table 1 and Figure 9. This section demonstrates our system

performance on different demographic groups. We evaluate our system in terms of gender, health condition,

and BMI value. Here, subjects are grouped into underweight (BMI<18.5), normal-weight (18.5<BMI<24.9), and

overweight (BMI>25) according to the international standard. The result in Figure 17 shows no significant

variance among these groups. Notably, there is a slight performance degradation in the overweight group. We

hypothesize that this might be because the observable breathing pattern of this group is less than the others.

Also, the overweight group contains mostly patients, and DeepBreath’s performance is slightly worse than that

of healthy subjects, as discussed in previous sections. However, more experiments with a larger population are

needed for verification. Potentially, this problem can be solved if a personalized model is used as discussed in

Section 5.2.1. In addition, we observe that there is a gap in ages between the healthy subjects and the patients.

In the previous sections, we conducted leave-one-subject-out and random five-fold cross-validations where the

training set contained data from both the healthy subjects and the patients. It is unclear how the heterogeneity

between patients and healthy subjects can affect performance. Therefore, here we conduct an additional leave-

patient-out (LPO) validation, where we train the model on data from the healthy subjects and test the model on

patients, to hint at the model’s generalizability to other user groups. The result presented in the last column of

Figure 17 shows no significant performance degradation, showing our model can be generalized from the healthy

population to the patients on our dataset.

5.6 Performance of the Segmentator
In this section, we evaluate the performance of our segmentator. As a comparison, we also run experiments on

the teacher model, the Segment Anything Model (SAM) [34], and compare its performance with our segmentator.
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(a) Top 25% (b) Bottom 25%

Fig. 18. Segmentation examples. (Left: ours. Right: SAM.)

Table 5. Comparison of segmentation models.

SAM ViT-h SAM ViT-b Ours

Total params: 641M 94M 0.8M

Power∗ (J): 140 31.2 0.4

Loading (s) 3.97 (3.66) 0.85 (0.80) 0.13 (0.12)

Processing (s) 22.90 (1.02) 6.20 (0.26) 0.02 (0.002)

mIoU - 0.87 0.92

Format: CPU (GPU)

∗
: Measured by energy consumption per image.

There are multiple versions of SAM, among which the one with pretrained ViT-h is the largest while the one

with pretrained ViT-b is the smallest. We compare these two models with our customized segmentator regarding

processing time and performance, where images segmented by ViT-h-based SAM are regarded as the gold

standard. The results are shown in Table 5. For processing time, it takes up to about 23 seconds to segment an

image if tested on a CPU. Even with GPU and the ViT-b-based SAM, it still takes 0.26s to process a frame, which

is not enough to achieve real-time processing considering our 3fps frame rate, while our segmentation only takes

0.02s. For performance, our segmentator outperforms the ViT-b-based SAM model in terms of mean intersect

over union (mIoU). We also measure the power consumption of these models by computing the average energy it

takes for the model to segment one image. The result shows that our segmentator is much more power-efficient

than the other two. Some segmentation examples are shown in Figure 18.

6 Discussions
In this section, we will discuss the limitations of DeepBreath and point out the future directions of this study.

Population diversity. As shown in Figure 9, the demographics of the participants are biased. Specifically, the

healthy population in this research is mostly 20-30 years old, while the COPD patients are all above 50 years old.

Also, it is unclear how well DeepBreath would work on 30-50 years old subjects since data from this age group is

missing. Therefore, future research should target increasing the diversity of the recruited subjects and test the

performance of DeepBreath on a wider range of age groups.

Robustness in complex scenarios. In the current setup, we ask the subjects to sit in front of the camera at a

distance of around 1.5m while facing right at the camera. Although our evaluations in Section 5.3 show that our

system is robust to other sitting positions and orientations, the performance may drop when facing more extreme

and complex situations. To further improve DeepBreath’s robustness, we could enhance our training dataset with

a greater variety of sitting positions and orientations. Also, we could leverage more advanced domain adversarial

training frameworks [33] to increase the generalizability of our deep-learning models.

User experience study. Another thing worth noting is that even though we show through simulation that

DeepBreath supports real-time operation, we have not yet implemented the system in real-time. Future work

should consider making the system work in real-time so that actual breathing exercise guiding systems can be

developed for the benefit of COPD patients. After that, future work should also study the patients’ experience

when using the system to study whether the design can truly enhance adherence to patients’ breathing exercises

and, if necessary, introduce gamification to DeepBreath to make the system more engaging.

Form factor. The depth camera we use in this work is Microsoft Azure Kinect [3], a commercial product in

the market. However, this device is not so widely seen in common households. Even so, with depth cameras

becoming available in smartphones and tablets [8], we see the potential of integrating DeepBreath on these

mobile devices and leveraging the existing depth cameras on these devices to supervise breathing exercises. Also,
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there are various types of dedicated and more cost-efficient depth sensors in the market, future studies should

also investigate the feasibility of leveraging these depth sensors to measure breathing.

Privacy issues. Users of DeepBreath may raise privacy concerns when using it. This is because a depth

camera will take depth images of the user and may also capture depth images of the user’s background which,

in our scenario, is the user’s household. To minimize the risk of privacy leakage, the deep-learning models and

algorithms that power DeepBreath should run locally. Also, privacy-preserving deep-learning frameworks such

as federated learning [72] can be applied when training or updating deep-learning models.

7 Related Works
In this section, we summarize the related works of this paper. The reviewed works are grouped into two categories:

breathing measurement methods and the applications of depth cameras in rehabilitation.

7.1 Breathing Assessment
Breath monitoring has attracted considerable interest for its indication of fundamental body function, including

physiological and mental aspects. We start with summarizing the clinical practice for breathing assessment,

followed by discussing other methods in the research field.

7.1.1 Clinical Solutions. Currently, most respiratory rate (RR) monitoring methods rely on measuring airflow

changes, typically through the use of a nasal cannula. However, this approach often causes discomfort to patients

[13, 40]. Furthermore, for a comprehensive assessment of lung volume, more extensive respiratory information

is required. Spirometry and body plethysmography are commonly employed techniques that estimate airflow

using differential pressure sensors [20, 24]. When it comes to evaluating breathing patterns, ultrasound imaging

has emerged as an effective method for assessing diaphragm motion [63]. Nevertheless, these techniques are

time-consuming and cumbersome. In practice, doctors are accustomed to monitoring a patient’s actual breathing

mode by placing their hands on the patient’s chest and abdomen [27, 63].

7.1.2 Mobile Solutions. To detect breathing rate, integrated IMU sensors are utilized to capture subtle motions

induced by respiration [28, 38, 60]. Some other works have successfully extracted RR from PPG signals [39, 44].

Additionally, contactless sensing methods are acting as promising alternatives. Some work leverages microphones

to detect RR [11, 56, 67], and radio-frequency (RF) based techniques, like WiFi, millimeter wave, ultra-wideband,

and active acoustic-based techniques, can do better, especially in diverse environments [9, 23, 64, 65, 68, 73].

Moreover, RGB and depth cameras have also been explored to measure RR [12, 43, 50, 53]. However, only RR is

insufficient for accurate breathing exercise assessment. Regarding the breathing mode classification, BreathMentor

[23] utilizes a microphone array to detect distinct modes. Nevertheless, this work only focuses on a healthy

population. Recently, in Orlova et al. [48], a motion capture system is used to determine the proportions of

different breathing modes. For lung volume measurement, Chu et al. [19] employ three strain sensors attached

to the human body to scale the air exhalation, and Sharma et al. [54] use two sensors applied to the chest and

abdomen in order to detect the rough breathing waveform. Meanwhile, contactless signals, such as radar and

acoustics, have also revealed great power to track breathing waveform [45, 69, 76], yet none of them can predict

the real lung volume. The utilization of depth cameras for estimating lung volume has been widely explored

[29, 32, 47, 49, 55, 57–59]. However, most of the existing approaches are not suitable for deployment in everyday

training scenarios. They are either influenced by body swings during deep breathing [57], require per-subject

calibration with a clinical spirometer [32, 49, 55, 57–59], require participants to be shirtless and in close proximity

to the camera [47], or require the use of two or more cameras [29, 32].
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7.2 Depth Camera Applications for Rehabilitation
With VR techniques, depth cameras can be exploited to improve adherence in rehabilitation programs [15].

Several studies [14, 16, 70] have shown their ability to assess the patients’ completion of specific movements. For

example, Cho et al. [21] employs depth cameras to implement immersive virtual prism adaptation therapy for

stroke patients. In Grooten et al. [25], one depth camera is utilized to capture a pre-defined set of movements,

enabling the evaluation of posture, balance, and scoliosis while differentiating between healthy individuals and

patients. Besides, Dubois et al. [21] investigate the gait parameters with depth cameras to predict the risk of falls.

8 Conclusion
This research proposes DeepBreath, a novel depth camera-based breathing exercise assessment system that

overcomes the limitations of existing methods. DeepBreath applies a multitask learning framework to achieve

high-accuracy breathing mode estimation and uses a data-driven approach with a novel UNet-based deep-learning

model to achieve calibration-free lung volume estimation. The system is designed to be resilient to motion artifacts

with a temporal-aware motion artifact removal algorithm and a lightweight silhouette segmentation model to

enhance performance. We collaborated with a medical center and recruited 22 healthy subjects and 14 COPD

patients to validate our design. The experimental results show that DeepBreath achieves high accuracy, strong

robustness, and a much simpler setup compared with the previous works.
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